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1. Introduction

Noncritical string theory is a good laboratory for investigating various aspects of string

theory. It has fewer degrees of freedom but still has some specific features shared with

critical counterparts. Moreover, it can be analyzed within the framework of string field

theory [1 – 4]. Recently, renewed interest has arisen since conformally invariant boundary

states were constructed in Liouville theory [5 – 7], and various noncritical string theories

have so far been studied [8 – 27].

In the previous work [4], we discussed a relation between ZZ branes in Liouville theory

[7, 8] and D-instanton operators in (p, p+ 1) minimal string field theory [1 – 3] evaluating

the D-instanton partition function explicitly. The restriction to such unitary (p, p+1) series

was mainly due to a lack of systematic methods to calculate loop amplitudes in general

(p, q) cases, and this lack prevents us from applying string field theoretical framework of

this type to other string theories.

In this paper, we develop the minimal string field theory for generic (p, q) in subject

to finite perturbations with respect to background operators, and derive the Schwinger-

Dyson equations for loop amplitudes of various kinds. In particular, we show that the

Schwinger-Dyson equations for disk amplitudes give rise to the algebraic curves defined in

[8].1

The derivation of the Schwinger-Dyson equations is based on the equivalence between

the W1+∞ constraints and the Schwinger-Dyson equations of matrix models [29 – 34]. How-

ever, as will be discussed in section 3, the Schwinger-Dyson equations are not complete in

determining loop amplitudes uniquely. In fact, the string field theory is constituted not

only by the W1+∞ constraints but also by the KP hierarchy, and the latter turns out to

provide us with the additional information.

The above argument is justified by starting from the Douglas equation [35]

[
P , Q

]
= g 1

(
g : string coupling

)
(1.1)

for a pair of differential operators P and Q (of order p and q, respectively) that also satisfy

the equations for background deformations,

g
∂P

∂xn
=
[
(P n/p)+, P

]
, (1.2)

g
∂Q

∂xn
=
[
(P n/p)+, Q

]
. (1.3)

1See, e.g., [28] for recent developments in the derivation of algebraic curves in the context of topological

string theory.
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In fact, as will be reviewed in detail in the next section, eq. (1.2) defines the KP hierarchy

of the pth reduction, and the set of solutions to the KP equations are given by that of

decomposable fermion states
∣∣Φ
〉

[36]. Here a fermion state
∣∣Φ
〉

is said to be decomposable

when it can be written as
∣∣Φ
〉

= eH
∣∣0
〉

with a fermion bilinear operator H. The rest of

equations, (1.1) and (1.3), then impose the W1+∞ constraints on
∣∣Φ
〉

[33]. Thus, both of the

two conditions on the fermion state
∣∣Φ
〉

(i.e. decomposability and the W1+∞ constraints)

must be considered if we rely on the Douglas equation as a starting point of analysis.

Loop operators (or string fields) of the string field theory have a correspondence with D-

branes in (p, q) minimal string theory. There are two types of D-branes that are described as

conformally invariant boundary states [6, 7]. D-branes of the first type are given by taking

Neumann-like boundary conditions in the Liouville direction, and called FZZT branes [6].

The emission of closed strings from these branes is given by unmarked macroscopic loops

of matrix models, and among them there is essentially one kind of FZZT brane, a principle

FZZT brane characterized by the boundary cosmological constant ζ [8]. D-branes of the

second type are given by taking Dirichlet-like boundary conditions, which fix Liouville

coordinates of strings in the strong coupling region, and called ZZ branes [7]. The ZZ

branes are identified with eigenvalue instantons of matrix models [37 – 39], and there exist

(p−1)(q−1)/2 principle ZZ branes in (p, q) minimal string theory, labelled by two integers

(m,n) with 1 ≤ m ≤ p− 1, 1 ≤ n ≤ q − 1 and mq − np > 0 [8].

The corresponding operators in minimal string field theory are constructed from p

pairs of free chiral fermions ca(ζ) and c̄a(ζ) (a = 0, 1, · · · , p − 1), living on the complex

plane whose coordinate is given by the boundary cosmological constant ζ. It is shown in

[1] that their diagonal bilinears ca(ζ)c̄a(ζ) (bosonized as ∂ϕa(ζ)) can be identified with

marked macroscopic loops,

∂ϕa(ζ) = :ca(ζ)c̄a(ζ) : =

∫ ∞

0
dl e−ζl Ψ(l) (1.4)

with Ψ(l) being the operator creating the boundary of length l. This implies that the

unmarked macroscopic loops (FZZT branes) are described by

ϕa(ζ) ∼
∫ ∞

0

dl

l
e−ζl Ψ(l). (1.5)

It is further shown in [1] that their off-diagonal bilinears ca(ζ)c̄b(ζ) (a 6= b) (bosonized

as eϕa(ζ)−ϕb(ζ)) can be identified with the operators creating solitons at the “spacetime

coordinate” ζ [3]. In order for the operator to be consistent with the W1+∞ constraints,

the position of the soliton must be integrated as

Dab ≡
∫

dζ

2πi
ca(ζ)c̄b(ζ) =

∫
dζ

2πi
eϕa(ζ)−ϕb(ζ). (1.6)

This integral can be regarded as defining an effective theory for the position of the soli-

ton. In the weak coupling limit g → 0 the expectation value of ca(ζ)c̄b(ζ) behaves as

exp
(
g−1Γab(ζ) + O(g0)

)
, where the “effective action” Γab is expressed as the difference of

the disk amplitudes:

Γab = 〈ϕa〉(0) − 〈ϕb〉(0) . (1.7)

– 3 –
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Thus, in this limit, the soliton will get localized at a saddle point of Γab and behave as a

D-instanton (a ZZ brane). It is shown in [4] that the saddle points are correctly labelled

with those quantum numbers {(m,n)} of ZZ branes.

The main aim of this paper is to present a concrete prescription to calculate loop

amplitudes of various kinds for general backgrounds (not only for the conformal ones), and

to clarify the structure of algebraic curves of FZZT disk amplitudes.

We also discuss annulus amplitudes. In particular, we show that the annulus am-

plitudes for two FZZT branes can be calculated in two ways; One is based only on the

structure of the KP hierarchy (or the Lax operator L), where the FZZT annulus ampli-

tudes in (p, q) minimal strings are shown to have a universal form for any backgrounds

with fixed p, depending only on the uniformization parameter of the curve. The other

is using the W1+∞ constraints that are equivalent to the Schwinger-Dyson equations for

annulus amplitudes. We demonstrate that these equations are actually not complete in

determining annulus amplitudes uniquely for given backgrounds and must be implemented

by boundary conditions justified by the KP hierarchy. We explicitly solve the equations,

together with the boundary conditions, for the Kazakov series (p, q) = (2, 2k − 1).

With the results of disk and annulus amplitudes at hand, we present the D-instanton

calculus in (p, q) minimal string theory, generalizing our previous argument given in [4].

We show that it correctly reproduces the D-instanton partition function with the chemical

potential same, up to a phase factor, with the one obtained in [15, 17] by using matrix

models.

This paper is organized as follows. In section 2 we rewrite the Douglas equation into the

form of minimal string field theory. In sections 3 and 4 we exhibit an algorithm to calculate

one-point and two-point functions of FZZT branes (i.e. disk and annulus amplitudes). In

section 5 we evaluate (i) one-point functions of ZZ brane, (ii) two-point functions of two

ZZ branes, and (iii) two-point function of an FZZT and a ZZ brane, Section 6 is devoted

to conclusion and discussions.

2. Review of minimal string field theory

From the viewpoint of noncritical strings, (p, q) minimal string theory describes 2D gravity

coupled to (p, q) minimal conformal matters2 with central charge cmatter = 1−6(q−p)2/pq.

The primary operators of (p, q) conformal matters are parametrized by two integers (r, s)

(1 ≤ r ≤ p− 1 and 1 ≤ s ≤ q − 1) and have the scaling dimensions

∆
(r,s)
matter =

(qr − ps)2 − (q − p)2

4pq
. (2.1)

Reflecting the symmetry (r, s) → (p − r, q − s), one can restrict (r, s) into the region

n ≡ qr − ps > 0, and we parametrize their gravitationally dressed operators as On (n =

1, 2, 3, · · · ). The most relevant operator is then given by O1 which corresponds to the

primary field (r0, s0) satisfying the relation qr0−ps0 = 1. The so-called string susceptibility

2We assume that p and q are coprime with p < q. Minimal unitary series correspond to taking q = p+1.
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is measured with this operator and is given by γstring = −2/(p+q−1) [40, 41]. Note that the

most relevant operator O1 may differ from the cosmological term Oq−p which corresponds

to the identity operator (r, s) = (1, 1) of conformal matters.

In this section we give a detailed review on minimal string field theory, being based on

the Douglas equation which is naturally realized in two-matrix models. This section reviews

known materials but also clarifies many points which have not been stated explicitly along

the line of string field theory of macroscopic loops.3 Throughout the discussion, we utilize

the language of infinite Grassmannian [42] with the free-fermion representation [36], which

makes the argument transparent and simplifies proofs at many steps. Good examples may

be found, e.g., in subsections 2.4, 2.5 and in Appendix B, where we prove that formal

solutions to the W1+∞ constraints are given by generalized Airy functions, and also in

subsection 2.8, where we discuss the general form of D-instanton (ZZ-brane) backgrounds.

2.1 Two-matrix models and the Douglas equation

It is known [45] that (p, q) minimal string theory can be realized as a continuum limit of

two-matrix models with (generically asymmetric) potentials:

Zlat ≡
∫
dXdY e−Ntrw(X,Y ), w(X,Y ) ≡ V1(X) + V2(Y )− cXY, (2.2)

where X and Y are N ×N hermitian matrices. By using the Itzykson-Zuber formula [46],

the partition function Zlat can be rewritten in terms of the eigenvalues of X and Y ({xi}
and {yi} (i = 1, · · · , N), respectively) as

Zlat =

∫ N∏

i=1

dxi dyi ∆(x) ∆(y) e−N
P
i w(xi,yi). (2.3)

Here ∆(x) and ∆(y) are the Van der Monde determinants
(
e.g.∆(x) =

∏

i<j

(xi − xj)
)
.

The partition function can be best calculated as Zlat = N !
∏N−1
n=0 hn by using a pair

of polynomials

αn(x) =
1√
hn

(
xn + · · ·

)
, βn(x) =

1√
hn

(
yn + · · ·

)
(n = 0, 1, 2, · · · ) (2.4)

satisfying the orthonormality conditions:

δm,n =
〈
αm
∣∣βn
〉
≡
∫
dx dy e−w(x,y) αm(x)βn(y). (2.5)

In fact, with these polynomials, one can introduce the operators Q1, P1, Q2 and P2 as

xαn(x) =
∑

m

αm(x)
(
Q1

)
mn
,

d

dx
αn(x) =

∑

m

αm(x)
(
P1

)
mn
, (2.6)

y βn(y) =
∑

m

βm(y)
(
Q2

)
mn
,

d

dy
βn(y) =

∑

m

βm(y)
(
P2

)
mn
, (2.7)

3There are many nice reviews on 2D gravity and noncritical strings [43]. For a more recent review which

is parallel and complementary to our discussions, see, e.g., [44].
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which satisfy the relations
[
P1, Q1

]
= 1,

[
P2, Q2

]
= 1. (2.8)

Note that P2 can be rewritten as

〈
αm
∣∣P2

∣∣βn
〉

=

∫
dx dy e−N

(
V1(x)+V2(y)−cxy

)
αm(x)

d

dy
βn(y)

= −
∫
dx dy

d

dy

(
e−N

(
V1(x)+V2(y)−cxy

)
αm(x)

)
βn(y)

= N

∫
dx dy αm(x)

(
−cx+ V ′2(y)

)
βn(y)

= N
(
−cQT

1 + V ′2(Q2)
)
mn
, (2.9)

that is,

P2 = N
(
−cQT

1 + V ′2(Q2)
)
. (2.10)

Since V ′2(Q2) commutes with Q2, the relation
[
P2,Q2

]
= 1 can be rewritten as

[
QT

1 , Q2

]
= const.N−1 1. (2.11)

By using this equation, the hn can be calculated recursively, and thus the partition function

is obtained.

The matrices QT
1 andQ2 generally act as difference operators with respect to the index

n of orthonormal polynomials. However, around the Fermi surface n ∼ N , they can be

made into differential operators by fine-tuning the potential w(x, y). In fact, the continuum

limit corresponding to (p, q) minimal strings is obtained by requiring that the operators

have the following scaling behavior with respect to the lattice spacing a of random surfaces:

N−1 = g a(p+q)/2, QT
1 =

(
QT

1

)
c

+ ap/2P , Q2 =
(
Q2

)
c

+ aq/2Q. (2.12)

Here P and Q are differential operators of order p and q, respectively, with respect to the

scaling variable t ≡ a−(p+q−1)/2N − n
N

:

P =

p∑

i=0

uPi (t) ∂p−i, Q =

q∑

j=0

uQj (t) ∂q−j
(
∂ ≡ −g ∂

∂t
= a−1/2 ∂

∂n

)
. (2.13)

Then eq. (2.11) is rewritten into the form of the Douglas equation [35]
[
P , Q

]
= g 1. (2.14)

An immediate consequence of this equation is that the leading coefficients uP0 and uQ0 are

both constant in t. Furthermore, since this equation is invariant under the transformation

P → c f · P · f−1, Q→ c−1 f ·Q · f−1 (2.15)

with a nonvanishing constant c and a regular function f(t), we can always assume that the

pair (P ,Q) is in the following canonical form:

P = ∂p +

p∑

i=2

uPi (t) ∂p−i, Q =

q∑

j=0

uQj (t) ∂q−j
(
uQ0 : const.

)
. (2.16)

– 6 –
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2.2 Deformations of the Douglas equation and the KP hierarchy

Under deformations of the potential w(x, y) in two-matrix models

N w(x, y)→ N w(x, y) +N δw(x, y), (2.17)

the differential operators P and Q will change as

δP =
1

g

[
H,P

]
, δQ =

1

g

[
H,Q

]
, (2.18)

with retaining the Douglas equation (2.14). If one requires that P+δP still be a differential

operator of order p, then H must have the following form [36, 47]:4

H =
∞∑

n=0

δxn
(
P n/p

)
+ =

∞∑

n=0

δxn
(
Ln
)

+. (2.19)

Here L is a pseudo-differential operator5

L = ∂ +

∞∑

i=2

ui ∂
−i+1 (2.20)

satisfying the relation

Lp = P , (2.21)

and the positive and negative parts of a pseudo-differential operator A =
∑

n∈Z an∂
n are

defined as

A+ ≡
∑

n≥0

an∂
n, A− ≡

∑

n<0

an∂
n. (2.22)

Now the pair of differential operators (P ,Q) depend on the variables x = (xn) (n =

1, 2, · · · ), and the Douglas equation and eq. (2.18) are rewritten as

[
P ,Q

]
= g 1, (2.23)

g
∂P

∂xn
=
[
(Ln)+,P

]
, (2.24)

g
∂Q

∂xn
=
[
(Ln)+,Q

]
. (2.25)

Note that ∂ = g ∂/∂x1 since L+ = ∂. Thus, the parameter x1 can be identified with minus

the most relevant parameter t; x1 = −t.
4For proofs of the statements made in this subsection, see, e.g., Appendix of [33].
5The algebra of pseudo-differential operators is defined by the relations on their multiplications that

∂m · ∂n ≡ ∂m+n and ∂n · f ≡
∞X

k=0

gk
 
n

k

!
∂kf

∂(−t)k · ∂
n−k ≡

∞X

k=0

gk
 
n

k

!
∂kf

∂xk1
· ∂n−k for any function f and

m,n ∈ Z.

– 7 –
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We first solve (2.24), rewriting it with the x-dependent pseudo-differential operator

L = L(x; ∂) = ∂ +

∞∑

i=2

ui(x) ∂−i+1
(
x = (xn)

)
(2.26)

as

g
∂L

∂xn
=
[
(Ln)+, L

]
(n = 1, 2, · · · ) (2.27)

together with the condition

(
Lp
)
− = 0. (2.28)

Equation (2.27) gives a series of equations concerning the coefficients ui(x) in L, which are

known as the KP hierarchy with the pth reduction condition (2.28). One can easily show

that the KP equations (2.27) are equivalent to the condition that the eigenfunctions of L

have spectral-preserving deformations, which implies that there exists a function Ψ(x;λ)

(called the Baker-Akhiezer function) satisfying

LΨ(x;λ) = λΨ(x;λ), (2.29)

g
∂Ψ

∂xn
(x;λ) = (Ln)+Ψ(x;λ). (2.30)

This linear problem can be solved easily by introducing the Sato operator

W (x; ∂) =
∞∑

n=0

wn(x)∂−n (w0 ≡ 1) (2.31)

which satisfies the relation6

L = W ∂W−1. (2.32)

In fact, one can prove that W satisfies the equations

g
∂W

∂xn
= (Ln)+W −W ∂n, (2.33)

(
W ∂pW−1

)
− = 0, (2.34)

with which the linear problem is solved as

Ψ(x;λ) = W (x; ∂) exp
(
g−1

∑

n≥1

xnλ
n
)
. (2.35)

We are now in a position to solve the rest of the Douglas equation, (2.23) and (2.25):

6Equation (2.32) specifies the Sato operator W uniquely up to the right-multiplication of a constant

pseudo-differential operator:

W →W · e
P
n≥1 cn∂

−n
(cn : constant).

– 8 –
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Theorem 1 ([48, 34]). The Douglas equation is solved as

P (x) = W ∂pW−1, (2.36)

Q(x) = W
1

p

[∑

n≥1

nxn∂
n−p + g γ ∂−p

]
W−1, (2.37)

where the pseudo-differential operator W =
∑

n≥0

wn(x)∂−n (w0 = 1) satisfies the Sato

equation (2.33) together with the conditions
(
W · ∂p ·W−1

)
− = 0, (2.38)

(
W ·

(∑

n≥1

nxn ∂
n−p + g γ ∂−p

)
·W−1

)
−

= 0, (2.39)

and γ is a constant.

Proof. We first note that (2.23) and (2.25) can be rewritten with the Sato operator into

the following set of equations:
[
∂p,W−QW

]
= g 1, (2.40)

g
∂

∂xn

(
W−1QW

)
=
[
∂n,W−1QW

]
. (2.41)

The first equation (2.40) is solved as

W−1QW =
1

p
x1 ∂

1−p + F (x2, x3, · · · ; ∂). (2.42)

We then substitute this into the second equation (2.41). The case n = 1 is simply a

consequence of the relation ∂ = g
∂

∂x1
. As for n ≥ 2, we find

g
∂F

∂xn
=
[
∂n,

1

p
x1∂

1−p] = g
n

p
∂n−p, (2.43)

and thus we have

F (x2, x3, · · · ; ∂) =
1

p

[∑

n≥2

nxn∂
n−p + f(∂)

]
, (2.44)

where f(∂) =
∑

m∈Z fm ∂
−m−p is an arbitrary function of ∂ with constant coefficients. We

can always assume that fm = 0 for m < 0, since they can be absorbed by shifts of x−m. We

can also set fm = 0 (m > 0) since they can be eliminated by redefining the Sato operator

as W →W · exp
(
g−1

∑

m≥1

fm
m
∂−m

)
. Denoting f0 by g γ, we obtain eq. (2.37). ¤

By requiring that P and Q be differential operators of order p and q, respectively, at

the initial time x = (bn), we set the background as bn = 0 (n > p+ q) and have

P (b) = W ∂pW−1 (2.45)

Q(b) = W
1

p

[ p+q∑

n=1

nbn∂
n−p + gγ ∂−p

]
W−1 =

1

p

p+q∑

n=p

nbn
(
Ln−p

)
+. (2.46)

Here we have set W = W (b; ∂).

– 9 –
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2.3 τ functions and free fermions

The basic observation of Sato is that the set of solutions to the Sato equation (2.33) forms

an infinite dimensional Grassmannian [42].

For a given solution W (x; ∂) to (2.33), we introduce a series of functions of λ (depend-

ing also on the deformation parameters x = (xn)) as7

Φk(x;λ) ≡ e−(1/g)x1λ · ∂k ·W (x; ∂) · e(1/g)x1λ =
[
∂k ·W (x; ∂)

]∣∣∣
∂→λ

. (2.47)

This set of functions {Φk(x;λ)} spans a linear subspace V(x) ≡
〈
Φk(x;λ)

〉
k≥0

in the space

of functions of λ, H ≡ {f(λ) =
∑

n∈Z fn λ
n}. Thus the set of solutions {W (x; ∂)} forms

an infinite dimensional Grassmannian M≡ {V(x) ⊂ H}.8
The x-evolutions starting from a given point V(0) inM can be easily solved as follows.

First, from the Sato equation (2.33) we see that

g
∂Φk(x;λ)

∂xn
= g

[
∂k · ∂W

∂xn

]∣∣∣
∂→λ

=
[
−∂k ·W · ∂n + ∂k · (Ln)+ ·W

]∣∣∣
∂→λ

= −λn Φk(x;λ) +
(

linear combination of {Φl(x;λ)}l≥k
)
. (2.48)

This implies that as linear subspaces in H, the point V(x + δx) =
〈
Φk(x+ δx)

〉
k≥0

is the

same with
〈
e−(1/g)

P
n≥1 δxn·λnΦk(x;λ)

〉
k≥0

. By integrating this correspondence, we thus

have

V(x) =
〈
e−(1/g)

P
n≥1 xn·λnΦk(0;λ)

〉
k≥0
≡ e−(1/g)

P
n≥1 xn·λn V(0). (2.49)

Here V(0) is the subspace in H corresponding to the initial value of W at x = 0.

This x-evolution can also be represented as a motion over the fermion Fock space of a

pair of free chiral fermions on the complex λ plane, (ψ(λ), ψ̄(λ)), having the OPE [36]

ψ(λ) ψ̄(0) ∼ 1

λ
∼ ψ̄(λ)ψ(0). (2.50)

We assume that they are expanded as

ψ(λ) =
∑

r∈Z+1/2

ψr λ
−r−1/2, ψ̄(λ) =

∑

r∈Z+1/2

ψ̄r λ
−r−1/2, (2.51)

and then eq. (2.50) implies that

{ψr, ψ̄s} = δr+s, 0, (2.52)

and thus ψ̄r is regarded as ψ†−r. We bosonize them with a free chiral boson

φ(λ) ≡ φ−(λ) + q + α0 lnλ+ φ+(λ)

≡ −
∑

n<0

αn
n
λ−n + q + α0 lnλ−

∑

n>0

αn
n
λ−n (2.53)

7Here ∂k ·W is a product of operators.
8For a more rigorous statement, see, e.g., [42, 36, 47]
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satisfying the OPE

φ(λ)φ(0) ∼ + lnλ
(
⇔
[
αn, αm

]
= n δn+m,0,

[
α0, q

]
= 1
)
. (2.54)

The chiral fermions are then represented as

ψ(λ) = ◦
◦ e

φ(λ) ◦
◦ , ψ̄(λ) = ◦

◦ e
−φ(λ) ◦

◦ . (2.55)

Here we define

◦
◦ e
P
j βjφ(λj ) ◦

◦ ≡ e
P
j βjφ−(λj) e

P
j βjq e

P
j βjα0 lnλj e

P
j βjφ+(λj), (2.56)

which satisfy the identity

◦
◦ e
P
j βjφ(λj) ◦

◦
◦
◦ e
P
k γkφ(µk) ◦

◦ =
[∏

j,k

(λj − µk)βjγk
]
◦
◦ e
P
j βjφ(λj )+

P
k γkφ(µk) ◦

◦ . (2.57)

Equation (2.55) in turn implies that

◦
◦ψ(λ)ψ̄(λ) ◦◦ ≡ lim

λ1→λ

(
ψ(λ1)ψ̄(λ)− 1

λ1 − λ
)

= ∂φ(λ) =
∑

n∈Z
αnλ

−n−1. (2.58)

The normal ordering ◦◦
◦
◦ is based on the Dirac vacuum

∣∣0
〉

which is annihilated by both

of the fermions and antifermions with positive modes:

ψr
∣∣0
〉

= 0, ψ̄r
∣∣0
〉

= 0 (r > 0), (2.59)

or equivalently,

αn
∣∣0
〉

= 0 (n ≥ 0). (2.60)

This vacuum respects the SL(2,C) symmetry on the λ plane and can be constructed from

the bare vacuum
∣∣Ω
〉

with ψr
∣∣Ω
〉

= 0 (∀r ∈ Z+ 1/2) as

∣∣0
〉
≡
∏

r>0

ψ†−r
∣∣Ω
〉

=
∏

r>0

ψ̄r
∣∣Ω
〉
. (2.61)

Now we assign a point V(x) ∈M with the following state
∣∣Φ(x)

〉
in the fermion Fock

space:9

∣∣Φ(x)
〉
≡
∏

k≥0

[∮ dλ

2πi
ψ̄(λ) Φk(x;λ)

]∣∣Ω
〉
. (2.62)

9For example, the trivial solution W (x;λ) = 1 gives Φk(x;λ) = λk, and thus corresponds to the state

˛̨
Φ
¸
≡
Y

k≥0

hI dλ

2πi
ψ̄(λ)λk

i˛̨
Ω
¸

=
Y

k≥0

ψ̄k+1/2

˛̨
Ω
¸
,

which is nothing but the Dirac vacuum
˛̨
0
¸

[see eq. (2.61)].
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Since
[
αn, ψ̄(λ)

]
= −λn ψ̄(λ), the motion (2.49) in the Grassmannian M is expressed as

∣∣Φ(x)
〉

= ρ(x) e+(1/g)
P
n≥1 xnαn

∣∣Φ
〉
. (2.63)

Here
∣∣Φ
〉
≡
∣∣Φ(0)

〉
is an initial state at x = 0, and the factor ρ(x) reflects the fact that

the correspondence between a linear space and a fermion state is one-to-one only up to a

multiplicative factor.

The fermion state
∣∣Φ(x)

〉
has enough information to reconstruct the solution W (x;λ).

To see this, we first introduce a τ function from the state as

τ(x) =
〈
0
∣∣e(1/g)

P
n xnαn

∣∣Φ
〉
≡
〈
x/g
∣∣Φ
〉
. (2.64)

Then the function Φ0(x;λ) =
[
W (x; ∂)

]
∂→λ is obtained as

Φ0(x;λ) =

〈
x/g
∣∣ eφ+(λ)

∣∣Φ
〉

〈
x/g
∣∣Φ
〉 . (2.65)

A proof of this statement is given in Appendix A. Note that the multiplicative factor ρ(x)

disappears from the expression.

We conclude this subsection with a comment that not all the fermion states in the

fermion Fock space

F =

{ ∑

rk∈Z+1/2

fr0r1··· ψ̄r0 ψ̄r1 · · ·
∣∣Ω
〉
}

=

{ ∑

rk, sk>0

g r0s0r1s1··· ψ−r0ψ̄−s0ψ−r1 ψ̄−s1 · · ·
∣∣0
〉}

(2.66)

can be written as in (2.62) where the action of fermion operators on the bare vacuum
∣∣Ω
〉

can be decomposed into a factorized form,
∣∣Φ
〉

=
∏

k≥0

(∑

r

hk,r ψ̄r
) ∣∣Ω

〉
. Note that a fermion

state
∣∣Φ
〉

is decomposable as above if and only if
∣∣Φ
〉

can be also written as
∣∣Φ
〉

= eH
∣∣0
〉

with H a fermion bilinear operator. To sum up, the set of the possible initial values for

the KP equations correspond to the set of decomposable fermion states.

2.4 W1+∞ constraints

We have seen that each solution W (x; ∂) to the Sato equation has a unique correspondence

to a point in M, which in turn is represented as a decomposable fermion state
∣∣Φ(x)

〉
up

to a multiplicative factor [see (2.62) and (2.63)]. According to Theorem 1, in order for

the pair of differential operators (P ,Q) to satisfy the Douglas equation, the corresponding

Sato operator W must satisfy the following equations:

(
W (x) · ∂p ·W−1(x)

)
− = 0, (2.67)

(
W (x) ·

(p+q∑

n=1

nxn ∂
n−p + g γ ∂−p

)
·W−1(x)

)
−

= 0. (2.68)

Here we set xn = 0 for n > p+q, intending to set them to the background values (xn = bn)

later. We show that this is equivalent to the W1+∞ constraints on the initial state
∣∣φ
〉
.

We first prove:
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Lemma 1 ([33]). Let V(x) = e−(1/g)
P
n xnλ

n V be the point in M corresponding to

W (x; ∂), with an initial point V at x = 0. Then (2.67) and (2.68) are equivalent to

the equations

P V ⊂ V, QV ⊂ V (2.69)

with

P ≡ λp, Q ≡ 1

p

(
λ1−p ∂

∂λ
+ γλ−p

)
. (2.70)

Proof. The first equation (2.67) implies that W ∂pW−1 is a differential operator, and thus

we have

∂k ·W · ∂p = ∂k · (differential operator) ·W
=
(
linear combination of {∂ l ·W }

)
. (2.71)

By multiplying this relation with e−(1/g)x1λ and e(1/g)x1λ from the left and the right, re-

spectively, we see that the set of functions Φk(x;λ) = e−(1/g)x1λ · ∂k ·W · e(1/g)x1λ satisfies

λp Φk(x;λ) =
(
linear combination of {Φl(x;λ)}

)
. (2.72)

This implies that V(x) =
〈
Φk(x;λ)

〉
k≥0

satisfies the relation

P V(x) ⊂ V(x), P ≡ λp. (2.73)

Multiplying this equation with e
P
n xnλ

n
, we obtain

P V ⊂ V. (2.74)

To show the second equation in (2.69), we rewrite (2.68) withW ′ ≡W ·exp
(
g−1

p+q∑

n=2

xn∂
n
)

as

W ′ ·
(
x1 ∂

1−p + g γ ∂−p
)
·
(
W ′)−1 = (differential operator), (2.75)

which implies that

∂k ·W ′ ·
(
x1 ∂

1−p + g γ ∂−p
)

=
(
linear combination of {∂ l ·W ′}

)
. (2.76)

By multiplying this relation with e−(1/g)x1λ and e(1/g)x1λ from the left and the right, re-

spectively, we see that the set of functions Φ′k(x;λ) ≡ e(1/g)
Pp+q
n=2 xnλ

n
Φk(x;λ) satisfies

(
x1λ

1−p + g γ λ−p
)

Φ′k(x;λ) =
(
linear combination of {Φ′l(x;λ)}

)
. (2.77)

This can be further rewritten by introducing a new set of functions

Φ̂k(x;λ) ≡ e(1/g)x1λ Φ′k(x;λ) = e(1/g)
Pp+q
n=1 xnλ

n
Φk(x;λ) (2.78)
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as

(
λ1−p ∂

∂λ
+ γ λ−p

)
Φ̂k(x;λ) =

(
linear combination of {Φ̂k(x;λ)}

)
. (2.79)

We thus find that the space V̂ spanned by Φ̂k(x;λ) (k ≥ 0) satisfies

QV̂ ⊂ V̂, (2.80)

but this V̂ is nothing but V since V̂ = e(1/g)
Pp+q
n=1 xnλ

nV(x) = V. ¤
Repeatedly using eq. (2.69), we obtain:

Proposition 1 ([33]). The initial state V = V(0) satisfies

f(P,Q)V ⊂ V, (2.81)

where f(P,Q) is an arbitrary regular function of P and Q.

In order to re-express this proposition over the fermion Fock space, we introduce the

following fermion bilinear for a given operator O(λ, d/dλ) acting on H:

Ô ≡
∮
dλ

2πi
◦
◦ψ(λ)O

(
λ,

d

dλ

)
ψ̄(λ) ◦◦ . (2.82)

Then by using the OPE ψ̄(λ)ψ(λ′) ∼ 1/(λ − λ′), we have the identity

eεÔ
∏

k≥0

[∮ dλ

2πi
ψ̄(λ)Φk(λ)

] ∣∣Ω
〉

=
∏

k≥0

[∮ dλ

2πi
ψ̄(λ) e−εO Φk(λ)

] ∣∣Ω
〉
. (2.83)

This implies:

Proposition 2 ([33]). Let Ô be the fermion bilinear associated with an operator

O(λ, d/dλ), and
∣∣Φ
〉

the fermion state corresponding to V =
{

Φk(λ)
}

. Then eεÔ
∣∣Φ
〉

cor-

responds to e−εOV ≡
{
e−εOΦk(λ)

}
.

In particular, if the operator O does not leave V(x) (i.e. OV ⊂ V), then we have

e−εOV = V and thus eεÔ
∣∣Φ
〉

= const.
∣∣Φ
〉

for arbitrary ε. We thus obtain:

Proposition 3 ([33]). If an operator O
(
λ,

d

dλ

)
does not leave V(x) (i.e. OV ⊂ V), then

the corresponding fermion state
∣∣Φ
〉

is an eigenstate of the associated fermion bilinear Ô:

Ô
∣∣Φ
〉

= const.
∣∣Φ
〉
. (2.84)

We now introduce the W1+∞ algebra which consists of fermion bilinears of the following

form:

W1+∞ ≡
{∮ dλ

2πi
◦
◦ψ(λ)g(P,Q) ψ̄(λ) ◦◦ with g(P,Q) =

∑

l∈Z

∞∑

m=0

glm P lQm
}
. (2.85)
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It should be clear that this is actually a Lie algebra. Then one can easily see that the

operators appearing in Proposition 3 span the Borel subalgebra of W1+∞:

W
(+)
1+∞ ≡

{∮ dλ

2πi
◦
◦ψ(λ)f(P,Q) ψ̄(λ) ◦◦ with f(P,Q) =

∞∑

l=0

∞∑

m=0

flm P lQm
}
. (2.86)

Proposition 1 together with Proposition 2 thus implies that the state
∣∣Φ
〉

is an eigenstate

for any operators in W
(+)
1+∞.

The normal ordering ◦
◦
◦
◦ could vary according to the assignment of the conformal

weights to ψ(λ) and ψ̄(λ), whose change can be absorbed into the yet-undetermined con-

stant γ. The canonical choice assigning 1/2 to the both is found to be equivalent to setting

γ = −(p − 1)/2 [33], and we see below that the Borel subalgebra does not have a central

part in this case. It is then convenient to introduce a new complex variable

ζ = λp = P, (2.87)

and another pair of chiral fermions

c0(ζ) ≡
(dλ
dζ

)1/2
ψ(λ), c̄0(ζ) ≡

(dλ
dζ

)1/2
ψ̄(λ), (2.88)

with which the generators of the W1+∞ algebra are expressed as

∮
dλ

2πi
◦
◦ψ(λ)P l Qm ψ̄(λ) ◦◦ =

∮
© dζ

2πi
· dλ
dζ

:c0(ζ)
(dλ
dζ

)−1/2
P lQm

(dλ
dζ

)−1/2
c̄0(ζ) :

=

∮
© dζ

2πi
:c0(ζ)P l

[ (dλ
dζ

)+1/2
Q
(dλ
dζ

)−1/2 ]m
c̄0(ζ) :

=

∮
© dζ

2πi
:c0(ζ) ζ l

( d
dζ

)m
c̄0(ζ) : . (2.89)

Here “: :” is the normal ordering with respect to the SL(2,C) invariant vacuum on the ζ

plane, and the symbol

∮
© denotes that the contour integration is performed such that the

origin (or the point of infinity) in the ζ plane is surrounded p times. Writing the fermions

on the ath Riemann sheet as
(
ca(ζ), c̄a(ζ)

)
≡
(
c0(e2πiaζ), c̄0(e2πiaζ)

)
(a = 0, 1, · · · , p − 1),

the generators of W1+∞ are written as

p−1∑

a=0

∮
dζ

2πi
:ca(ζ) ζ l ∂mc̄a(ζ) : (l ∈ Z; m ∈ Z≥0). (2.90)

By integrating by parts and taking appropriate linear combinations, we can set the basis

as

W s
n ≡

p−1∑

a=0

∮
dζ

2πi
s ζn+s−1 :∂s−1ca(ζ) · c̄a(ζ) : (s = 1, 2, · · · ; n ∈ Z), (2.91)
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which are compactly expressed with a series of currents

W s(ζ) ≡
∑

n∈Z
W s
n ζ
−n−s = s

p−1∑

a=0

:∂s−1ca(ζ) · c̄a(ζ) : (s = 1, 2, · · · ), (2.92)

and satisfy the following commutation relations [49]:

[
W s
m,W

t
n

]
=

s+t−1∑

r=0

Cstr,mnW
s+t−r−1
m+n +Dst

n δn+m,0 (2.93)

with

Cstr,mn ≡
st

s+ t− r − 1

[
(s− 1)!

(t− r − 1)!

(
n+ s− 1

r

)
− (t− 1)!

(s− r − 1)!

(
m+ t− 1

r

)]
, (2.94)

Dst
n ≡ p (−1)s−1s! t!

(
n+ s− 1

r

)
. (2.95)

One can easily see that the Borel subalgebra spanned by W s
n (s = 1, 2, · · · ; n ≥ −s+ 1)

has no central part. It then follows that a state
∣∣Φ
〉

satisfying the equations

W s
n

∣∣Φ
〉

= const.
∣∣Φ
〉

(s = 1, 2, · · · ; n ≥ −s+ 1) (2.96)

actually obeys the equations with these constants set to zero [33]. We thus have proven:

Theorem 2. Let V(x) = e−(1/g)
P
n xnλ

n V be the point in M corresponding to W (x; ∂),

with an initial point V at x = 0. Then the state
∣∣Φ
〉

corresponding to V satisfies the

following W1+∞ constraints:

W s
n

∣∣Φ
〉

= 0 (s = 1, 2, · · · ; n ≥ −s+ 1). (2.97)

2.5 Formal solutions to the W1+∞ constraints

In this subsection we show that a formal solution
∣∣Φ
〉

to the W1+∞ constraints is con-

structed with a generalized Airy function [50]. We first note that a decomposable state
∣∣Φ
〉

=
∏

k≥0

[∮ dλ

2πi
ψ̄(λ) Φk(λ)

] ∣∣Ω
〉

can be rewritten in terms of the twisted fermions (ca(ζ),

c̄a(ζ)) as

∣∣Φ
〉

=
∏

k≥0

[p−1∑

a=0

∮
dζ

2πi
c̄a(ζ) gk(e

2πiaζ)
] ∣∣Ω

〉
(2.98)

with

gk(ζ) ≡
(dλ
dζ

)1/2
Φk(λ) (ζ = λp). (2.99)

Then a solution to the W1+∞ constraints corresponds to a linear space V spanned by the

functions gk(ζ) that satisfy

ζ gk(ζ) ∈ V, d

dζ
gk(ζ) ∈ V. (2.100)
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It is easy to see that this is realized by the functions10

gk(ζ) =

∫

C
dxxk e

− 1
p+1

xp+1+x ζ
(k = 0, 1, 2, · · · ) (2.101)

since

ζ gk(ζ) = −k gk−1(ζ) + gk+p(ζ) ∈ V (2.102)

and
d

dζ
gk(ζ) = gk+1(ζ) ∈ V. (2.103)

Note that g0(ζ) is the pth generalized Airy function satisfying the linear differential equation

( dp
dζp
− ζ
)
g0(ζ) = 0. (2.104)

Since the overlap between
∣∣Φ
〉

and
∣∣0
〉

generically diverges, the τ function τ(x) =〈
0
∣∣ e(1/g)

P
n xnαn

∣∣Φ
〉

is singular at (xn) = 0, and a series expansion makes sense only around

nonvanishing backgrounds (xn) = (bn) 6= 0. The so-called topological background (p, q) =

(p, 1) is such an example where a meaningful expansion exists and can be investigated

explicitly; the resulting expansion is actually given by a matrix integral of Kontsevich type

[51, 52]. This is reviewed in Appendix B along the line of our formulation.

2.6 Bosonization of the W1+∞ constraints

By using the map λ→ ζ = λp, we can introduce p free twisted chiral bosons on the ζ plane

as

ϕa(ζ) ≡ φ(ωaλ)
(
a = 0, 1, · · · , p− 1; ω ≡ e2πi/p

)
, (2.105)

which satisfy the OPE

ϕa(ζ)ϕb(0) ∼ + δab ln ζ (2.106)

and have the monodromy ϕa(e
2πiζ) = ϕ[a+1](ζ). Equivalently, they can also be regarded as

untwisted bosons over the Zp-twisted vacuum
∣∣0
〉
, which was originally SL(2,C) invariant

with respect to λ. The twisted vacuum can be realized over the vacuum
∣∣vac

〉
respecting

SL(2,C) invariance on the ζ plane, by inserting a Zp-twist field σ(ζ) both at the origin and

at the point of infinity of the ζ plane:

∣∣0
〉

= σ(0)
∣∣vac

〉
,

〈
0
∣∣ =

〈
vac
∣∣ σ(∞). (2.107)

Under this twisted vacuum, the chiral bosons are expanded as

〈
0
∣∣ · · · ∂ϕa(ζ) · · ·

∣∣0
〉

=
〈
0
∣∣ · · · 1

p

∑

n∈Z
ω−na αn ζ−n/p−1 · · ·

∣∣0
〉
. (2.108)

10The contour C can be chosen commonly such that the integrals converge, which in turn allows us to

make integration by parts in the discussion below.
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The p pairs of chiral fermions in the previous subsection, (ca(ζ), c̄a(ζ)), are then bosonized

as

ca(ζ) =:eϕa(ζ) :Ka, c̄a(ζ) =:e−ϕa(ζ) :Ka. (2.109)

Here : : are again the normal ordering with respect to the vacuum
∣∣vac

〉
which respects

the SL(2,C) invariance for the ζ plane. The factor Ka is a cocycle which ensures the

anticommutation relations between ca and cb with a 6= b, and can be taken, for example,

to be Ka =

a−1∏

b=0

(−1)pa with pa being the fermion number for the ath fermion pair (or the

momentum of the pth chiral boson).

A simple calculation shows that the W1+∞ currents are represented with ϕa(ζ) as

W s(ζ) =

p−1∑

a=0

:e−ϕa(ζ) ∂seϕa(ζ) : (s = 1, 2, · · · ). (2.110)

The first two are given by

W 1(ζ) =
∑

a

∂ϕa(ζ), (2.111)

W 2(ζ) =
∑

a

[
:
(
∂ϕa(ζ)

)2
: + ∂2ϕa(ζ)

]

=
∑

a

[
◦
◦
(
∂ϕa(ζ)

)2 ◦
◦ + ∂2ϕa(ζ)

]
+
p2 − 1

12p

1

ζ2
. (2.112)

By substituting the mode expansion (2.108), we obtain

W 1
n = αnp, (2.113)

W 2
n =

1

p

[∑

m

◦
◦αnp−mαm

◦
◦ +

p2 − 1

12
δn,0

]
− (n+ 1)αnp. (2.114)

Since
〈
x/g
∣∣ is a coherent state for the oscillators α±m (m ≥ 1) as

〈
x/g
∣∣α+m = g

∂

∂xm

〈
x/g
∣∣,

〈
x/g
∣∣α−m =

1

g
mxm

〈
x/g
∣∣, (2.115)

the W1+∞ constraints,
〈
x/g
∣∣W s

n

∣∣Φ
〉

= 0 (s = 1, 2, · · · ; n ≥ −s + 1), can be expressed

as a set of differential equations on the τ function τ(x) =
〈
x/g
∣∣Φ
〉
. For example, the W 1

constraint, W 1
n

∣∣Φ
〉

= 0 (n ≥ 0), implies that11

∂

∂xnp

〈
x/g
∣∣Φ
〉

= 0 (n = 1, 2, · · · ). (2.116)

Then the W 2 constraints, W 2
n

∣∣Φ
〉

= 0 (n ≥ −1), lead to the Virasoro constraints [29, 30]

Ln
〈
x/g
∣∣Φ
〉

= 0 (n ≥ −1), (2.117)

11Since W 1
0 = α0, the constraint for n = 0 restricts

˛̨
Φ
¸

to be a fermion state with vanishing fermion

number.
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where

pL+n =
g2

2

np−1∑

m=1

∂

∂xm

∂

∂xnp−m
+
∑

m≥1

mxm
∂

∂xm+np
(n ≥ 1), (2.118)

pL0 =
∑

m≥1

mxm
∂

∂xm
+
p2 − 1

24
, (2.119)

pL−n =
1

2g2

np−1∑

m=1

m(np−m)xmxnp−m +
∑

m≥np+1

mxm
∂

∂xm−np
(n ≥ 1). (2.120)

The second equation, in particular, implies that the τ function obeys the following scaling

relation for arbitrary λ (6= 0):

〈
0
∣∣ exp

(
g−1

∑

n≥1

λnxnαn

)∣∣Φ
〉

= λ−(p2−1)/24
〈
0
∣∣ exp

(
g−1

∑

n≥1

xnαn

)∣∣Φ
〉
. (2.121)

2.7 Minimal string field theory and the FZZT branes

After a rather lengthy preparation, we are now in a position to introduce a string field

theory for microscopic loops and also for macroscopic loops in minimal string theories.

First, the generating function for microscopic-loop amplitudes is given by expanding

the KP time x around the background b = (bn) (bn = 0 (n > p+ q)) as xn/g = bn/g + jn;

Z(j; g) ≡
〈
e
P
n≥1 jnOn

〉
=

〈
b/g
∣∣ e
P
n≥1 jnαn

∣∣Φ
〉

〈
b/g
∣∣Φ
〉 . (2.122)

Then the generating function for connected correlation functions is given by

F (j; g) ≡ lnZ(j) =
〈
e
P
n≥1 jnOn − 1

〉
c
, (2.123)

which is expanded as

F (j; g) =
∑

N≥0

1

N !

∑

n1,··· ,nN≥1

jn1 · · · jnN 〈On1 · · · OnN 〉c .

=
∑

N≥0

1

N !

∑

n1,··· ,nN≥1

∑

h≥0

g2h+N−2 jn1 · · · jnN 〈On1 · · · OnN 〉(h)
c . (2.124)

In matrix models, the macroscopic-loop operator O(ζ) is introduced as the Laplace

transform of the creation of a boundary of length l:

O(ζ) ≡
∫ ∞

0
dl e−ζl Ô(l). (2.125)

Note that the boundary cosmological constant ζ can take a different value on each boundary.

Analysis in matrix models shows that the correlation functions of O(ζ) are expressed by
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superpositions of the correlators of microscopic-loop operators On (n = 1, 2, · · · ) up to

some irregular terms which exist only for disks (N = 1) and annuli (N = 2):

〈O(ζ)〉 =
1

p

∞∑

n=1

〈On〉 ζ−n/p−1 + g−1 N1(ζ) (2.126)

〈O(ζ1)O(ζ2)〉c =
1

p2

∞∑

n1,n2=1

〈On1 On2〉c ζ
−n1/p−1
1 ζ

−n2/p−1
2 + g0 N2(ζ1, ζ2) (2.127)

〈O(ζ1) · · · O(ζN )〉c =
1

pN

∞∑

n1,···nN=1

〈On1 · · · OnN 〉c ζ
−n1/p−1
1 · · · ζ−nN/p−1

N (N ≥ 3).

(2.128)

These terms (sometimes called “nonuniversal terms” though they are actually universal)

are calculated in matrix models and found to be

N1(ζ) =
1

p

p+q∑

n=1

nbn ζ
n/p−1 (2.129)

N2(ζ1, ζ2) =
∂

∂ζ1

∂

∂ζ2

[
ln
(
ζ

1/p
1 − ζ1/p

2

)
− ln

(
ζ1 − ζ2

)]

=
dζ

1/p
1

dζ1

dζ
1/p
2

dζ2

1
(
ζ

1/p
1 − ζ1/p

2

)2 −
1

(ζ1 − ζ2)2
. (2.130)

Noticing that the “universal” part
1

p

∞∑

n=1

〈
On · · ·

〉
c
ζ−n/p−1 can be expressed as

〈
∂ϕ0,+(ζ)

· · ·
〉

c
, we obtain the following basic theorem [1]:12

Theorem 3. The generating function for macroscopic-loop amplitudes is given by

Z
[
j(ζ); g

]
≡
〈

exp
(∮
© dζ

2πi
j(ζ)O(ζ)

)〉
=

〈
b/g
∣∣ : exp

(∮
© dζ

2πi
j(ζ) ∂ϕ0(ζ)

)
:
∣∣Φ
〉

〈
b/g
∣∣Φ
〉 , (2.131)

where
∣∣Φ
〉

is a decomposable state satisfying the W1+∞ constraints (2.97).

Proof. We first recall that the normal ordering ◦
◦
◦
◦ based on the harmonic oscillators αn

respects the SL(2,C) symmetry on the λ plane and thus differs from the normal ordering

: : (respecting the SL(2,C) symmetry on the ζ plane) by a finite amount. For the oper-

ator : exp
(∮
© dζ

2πi
j(ζ) ∂ϕ0(ζ)

)
:, this finite renormalization is expressed by the difference

of the two-point function of chiral bosons, 〈∂ϕ0(ζ1) ∂ϕ0(ζ2)〉(λ)
c − 〈∂ϕ0(ζ1) ∂ϕ0(ζ2)〉(ζ)c =

12The representation of loop correlators with free twisted bosons can also be found in [53], where open-

closed string coupling is investigated.
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(
dλ1/dζ1

)(
dλ2/dζ2

) (
1/(λ1 − λ2)2

)
− 1/(ζ1 − ζ2)2 = N2(ζ1, ζ2), and thus is given by

:exp
(∮
© dζ

2πi
j(ζ) ∂ϕ0(ζ)

)
:

= exp
(1

2

∮
©dζ1

2πi

dζ2

2πi
j(ζ1)j(ζ2)N2(ζ1, ζ2)

)
◦
◦ exp

(∮
© dζ

2πi
j(ζ) ∂ϕ0(ζ)

)
◦
◦

= exp
(1

2

∮
©dζ1

2πi

dζ2

2πi
j(ζ1)j(ζ2)N2(ζ1, ζ2)

)
×

× exp
(∮
© dζ

2πi
j(ζ) ∂ϕ0,−(ζ)

)
exp
(∮
© dζ

2πi
j(ζ) ∂ϕ0,+(ζ)

)
. (2.132)

Further noticing that

〈
b/g
∣∣ exp

(∮
© dζ

2πi
j(ζ) ∂ϕ0,−(ζ)

)
=
〈
0
∣∣ exp

(
g−1

p+q∑

n=1

bnαn

)
exp
(∮
© dζ

2πi
j(ζ) ∂ϕ0,−(ζ)

)

= exp
(
g−1

∮
© dζ

2πi
j(ζ)N1(ζ)

) 〈
b/g
∣∣, (2.133)

we obtain

〈
b/g
∣∣ : exp

(∮
© dζ

2πi
j(ζ) ∂ϕ0(ζ)

)
:
∣∣Φ
〉

〈
b/g
∣∣Φ
〉

=
〈

exp
(∮
© dζ

2πi
j(ζ) ∂ϕ0,+(ζ)

)〉
×

× exp
(
g−1

∮
© dζ

2πi
j(ζ)N1(ζ)

)
exp
(1

2

∮
©dζ1

2πi

dζ2

2πi
j(ζ1)j(ζ2)N2(ζ1, ζ2)

)

= Z
[
j(ζ); g

]
. ¤ (2.134)

In summary, loop amplitudes with boundary cosmological constants ζk (k = 1, · · · , N)

are given by

〈 ∂ϕ0(ζ1) · · · ∂ϕ0(ζN ) 〉c =

[〈
b/g
∣∣ :∂ϕ0(ζ1) · · · ∂ϕ0(ζN ) :

∣∣Φ
〉

〈
b/g
∣∣Φ
〉

]

c

(2.135)

and have an expansion in the string coupling g as

=
∑

h≥0

g2h+N−2 〈 ∂ϕ0(ζ1) · · · ∂ϕ0(ζN ) 〉(h)
c . (2.136)

The amplitudes for FZZT branes are obtained simply by integrating the loop amplitudes:

〈ϕ0(ζ1) · · ·ϕ0(ζN ) 〉c ≡
∫ ζ1

dζ ′1 · · ·
∫ ζN

dζ ′N
〈
∂ϕ0(ζ ′1) · · · ∂ϕ0(ζ ′N )

〉
c

=
∑

h≥0

g2h+N−2 〈ϕ0(ζ1) · · ·ϕ0(ζN ) 〉(h)
c . (2.137)

The integration constants will be taken such that the correlation functions enjoy the cluster

property for the “coordinate” ζ.
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For later use, we here introduce the symbol 〈〈 〉〉 which is defined for any normal-

ordered local operators Ok(ζ) = :Ok(ζ) : as

〈〈O1(ζ1) · · · ON (ζN ) 〉〉 ≡
〈
b/g
∣∣T∗

(
O1(ζ1) · · · ON (ζN )

) ∣∣Φ
〉

〈
b/g
∣∣Φ
〉 , (2.138)

where T∗ is the radial ordering. Their correlation functions are then given by

〈O1(ζ1) · · · ON (ζN ) 〉 = 〈〈 :O1(ζ1) · · · ON (ζN ) : 〉〉 . (2.139)

2.8 Soliton backgrounds and the ZZ branes

As for the solutions with soliton backgrounds, the crucial observation made in [1] is that the

commutators between the W1+∞ generators and ca(ζ)c̄b(ζ) (a 6= b) give total derivatives:

[
W s
n, ca(ζ)c̄b(ζ)

]
= ∂ζ

(
∗
)
, (2.140)

and thus the operator

Dab ≡
∮
© dζ

2πi
ca(ζ)c̄b(ζ) (2.141)

commutes with the W1+∞ generators:

[
W s
n, Dab

]
= 0. (2.142)

Here the contour integral in (2.141) needs to surround the point of infinity (ζ =∞) p times

in order to resolve the Zp monodromy. Equation (2.142) implies that if
∣∣Φ
〉

is a solution

of the W1+∞ constraints (2.97), then so is Da1b1 · · ·Darbr

∣∣Φ
〉
. The latter can actually be

identified with an r-instanton solution, or a solution with r ZZ branes as backgrounds [4].

Note that if the decomposability condition is further imposed, the only possible form for

the collection of instanton solutions should be

∣∣Φ, θ
〉
≡ exp

(∑

a6=b
θabDab

)∣∣Φ
〉

(2.143)

with chemical potential θab [2].

By making a weak field expansion, the expectation value of Dab can be expressed as

〈Dab〉 =

∮
© dζ

2πi

〈
eϕa(ζ)−ϕb(ζ)

〉

=

∮
© dζ

2πi
exp

{〈
eϕa(ζ)−ϕb(ζ) − 1

〉
c

}

=

∮
© dζ

2πi
exp

{〈
ϕa(ζ)− ϕb(ζ)

〉
+

1

2

〈
(ϕa(ζ)− ϕb(ζ))2〉

c
+ · · ·

}
. (2.144)

Since connected n-point functions have the following expansion in g:

〈
∂ϕa1(ζ1) · · · ∂ϕan(ζn)

〉
c

=

∞∑

h=0

g−2+2h+n
〈
∂ϕa1(ζ1) · · · ∂ϕan(ζn)

〉(h)

c
, (2.145)
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leading contributions to the exponent of (2.144) in the weak coupling limit come from

spherical topology (h = 0):

〈Dab〉 =

∮
© dζ

2πi
e (1/g) Γab(ζ) + (1/2)Kab(ζ) +O(g) (2.146)

with

Γab(ζ) ≡
〈
ϕa(ζ)

〉(0) −
〈
ϕb(ζ)

〉(0)
, Kab(ζ) ≡

〈(
ϕa(ζ)− ϕb(ζ)

)2 〉(0)

c
. (2.147)

Thus, in the weak coupling limit the integration is dominated by the value around a saddle

point ζ = ζ∗ on the complex ζ plane. The integral was evaluated for the (p, p+ 1) cases in

[4] and will be carried out for general (p, q) cases in section 5. A detailed analysis made

there shows that there exist (p− 1)(q − 1)/2 meaningful saddle points, which are labelled

by the set of two integers {(m,n)} when the so-called conformal backgrounds 13 are taken

for b = (bn).

3. Amplitudes of FZZT branes I - disk amplitudes

In this section, we introduce an algebraic curve for each solution to the Douglas equation.

3.1 Algebraic curves from the Douglas equation

Given a pair of solutions (P (x; ∂),Q(x; ∂)) with the associated Baker-Akhiezer function

Ψ(x;λ), we introduce a set of functions (P (x;λ), Q(x;λ)) as14

PΨ(x;λ) = P (x;λ)Ψ(x;λ), QΨ(x;λ) = Q(x;λ)Ψ(x;λ). (3.1)

Then we have the following theorem:

Theorem 4. The functions P (x;λ) and Q(x;λ) defined in (3.1) are given by

P = λp ≡ ζ, (3.2)

Q = g
λ−p+1

p

〈
x/g
∣∣ ∂φ(λ) eφ+(λ)

∣∣Φ
〉

〈
x/g
∣∣ eφ+(λ)

∣∣Φ
〉 = g

〈
x/g
∣∣ ∂ϕ0(ζ) eϕ0,+(ζ)

∣∣Φ
〉

〈
x/g
∣∣ eϕ0,+(ζ)

∣∣Φ
〉 , (3.3)

where ϕ0(ζ) and ϕ0,+(ζ) are the chiral boson represented on the 0th Riemann sheet and its

positive mode part; ϕ0(ζ) ≡ φ(λ) and ϕ0,+(ζ) ≡ φ+(λ).

Proof. Since P = Lp and LΨ = λΨ, we have

PΨ = LpΨ = λpΨ = ζΨ. (3.4)

13See, e.g., [8]. They will be introduced into our string field theory in subsection 3.4.
14We here consider a generic background x = (xn). In order to realize the background where Q is a

differential operator of order q, we simply need to set x = (bn) with bn = 0 (n > p+ q) afterwards.
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On the other hand, QΨ is written as

QΨ =
1

p

[
W ·

∑

n≥1

nxn∂
n−p ·W−1

]
Ψ

=
1

p

[∑

n≥1

nxnL
n−p +

[
W , x1

]
∂1−p ·W−1

]
Ψ. (3.5)

By using the equations
[
W , x1

]
=
[∑

n≥0wn(x)∂−n, x1

]
= g

∑
n≥1(−n)wn(x) ∂−n−1 =

g ∂λΦ0(x;λ)
∣∣∣
λ→∂

, and

∂k ·W−1Ψ(x;λ) = ∂k · e(1/g)
P
n≥1 xnλ

n

= λk
1

Φ0(x;λ)
Ψ(x;λ), (3.6)

we thus have

QΨ =
1

p
λ1−p

[∑

n≥1

nxnλ
n−1 + g∂λΦ0(x;λ) ·

(
Φ0(x;λ)

)−1
]
Ψ

=
1

p
λ1−p

[∑

n≥1

nxnλ
n−1 + g

〈
x/g
∣∣∂φ+(λ) eφ+(λ)

∣∣Φ
〉

〈
x/g
∣∣eφ+(λ)

∣∣Φ
〉

]
Ψ(x;λ). (3.7)

By further noticing that

〈
x/g
∣∣∂φ−(λ) =

〈
0
∣∣e(1/g)

P
n≥1 xnαn

∑

m≥1

α−mλm−1 =
1

g

∑

n≥1

nxn λ
n−1

〈
x/g
∣∣, (3.8)

we finally obtain that

QΨ = g
λ1−p

p

〈
x/g
∣∣∂φ(λ) eφ+(λ)

∣∣Φ
〉

〈
x/g
∣∣eφ+(λ)

∣∣Φ
〉 Ψ. ¤ (3.9)

We thus see that Q(x;λ) becomes a disk amplitude in the weak coupling limit g → 0,

Q0(ζ) ≡ 〈∂ϕ0(ζ)〉(0). In the next subsection, we show that the pair (P,Q)
∣∣
g=0

= (ζ, Q0(ζ))

defines an algebraic curve introduced in [8].

3.2 Schwinger-Dyson equations and algebraic curves

Given a function f0(ζ) with the (formal) Laurent expansion around ζ =∞,

f0(ζ) =
∑

n∈Z
cn ζ

n/p, (3.10)

we define its integer and polynomial parts as

[
f0(ζ)

]
int
≡
∑

l∈Z
clp ζ

l,
[
f0(ζ)

]
pol
≡
∑

l≥0

clp ζ
l. (3.11)

Then, by introducing p functions, fa(ζ) ≡ f0(e2πiaζ) (a = 0, 1, · · · , p − 1), one can easily

see that the following identity holds:

p−1∑

a=0

fa(ζ) = p
[
f0(ζ)

]
int
. (3.12)
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Applying this identity to the W1+∞ currents

W s(ζ) =

p−1∑

a=0

Ws
a(ζ), Ws

a(ζ) ≡ :e−ϕa(ζ)∂sζe
ϕa(ζ) :, (3.13)

we obtain the following equation:

p−1∑

a=0

〈Ws
a(ζ)〉 = p

[
〈Ws

0(ζ)〉
]
int
. (3.14)

Furthermore, the W1+∞ constraints (2.97),

W s
n

∣∣Φ
〉

= 0 (s = 1, 2, · · · ; n ≥ −s+ 1),

imply that the expectation values of the W1+∞ currents W s(ζ) =
∑

n∈Z
W s
nζ
−n−s are poly-

nomials in ζ:

〈W s(ζ)〉 =

〈
b/g
∣∣W s(ζ)

∣∣Φ
〉

〈b/g|Φ〉 =
∑

n+s≤0

〈
b/g
∣∣W s

n

∣∣Φ
〉

〈b/g|Φ〉 ζ−n−s. (3.15)

Combining (3.14) and (3.15), we thus obtain the basic set of equations:

p−1∑

a=0

〈Ws
a(ζ)〉 = p

[
〈Ws

0(ζ)〉
]
pol

(s = 1, 2, · · · ). (3.16)

We see below that the polynomial on the right-hand side is almost uniquely determined

upon choosing backgrounds, so that the equations can be regarded as the master equation

for the one-point functions of the W1+∞ currents.

We now take the weak coupling limit g → 0. Since the W1+∞ currents are expanded

as

Ws
a(ζ) =:

(
∂ϕa(ζ)

)s
: +

s(s− 1)

2
:∂2ϕa(ζ)

(
∂ϕa(ζ)

)s−2
: + · · · , (3.17)

the left-hand side of (3.16) has the following genus expansion [see (2.136)]:

〈Ws
a(ζ)〉 = g−s ·

(
〈∂ϕa(ζ)〉(0))s +O(g−s+1). (3.18)

Thus, by introducing Qa(ζ) ≡ 〈∂ϕa(ζ)〉(0) =
〈
∂ϕ0(e2πiaζ)

〉(0)
, the master equation is sim-

plified into the following form:

p−1∑

a=0

Qsa(ζ) = p [Qs
0(ζ)]pol ≡ s as(ζ) (s = 1, 2, · · · ). (3.19)

This in fact has the same form with the Schwinger-Dyson equations for disk amplitudes

Q0(ζ) that could be found in matrix model calculations. We will see that the first p

equations (s = 1, · · · , p) are enough to find solutions.
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We can show that the master equation (3.19) defines an algebraic curve in CP2:

0 = F (ζ,Q) ≡
p−1∏

a=0

(Q−Qa(ζ)). (3.20)

In fact, the disk amplitudeQ = Q0(ζ) trivially satisfies this equation. Furthermore, F (ζ,Q)

is actually a polynomial in both ζ and Q. In order to see this, we rewrite it with the

polynomials as(ζ) =
1

s

p−1∑

a=0

Qsa(ζ) as

F (ζ,Q) =

p−1∏

a=0

(Q−Qa(ζ)) = Qp exp

p−1∑

a=0

ln
(

1−Qa(ζ)Q−1
)

= Qp exp
(
−
∞∑

s=1

as(ζ)Q−s
)

=

p∑

k=0

Qp−k Sk
(
− a(ζ)

)
, (3.21)

where the Sk(x)’s are the Schur polynomials in x = (xs) defined by the following generating

function:

exp
[ ∞∑

s=1

xsλ
s
]

=

∞∑

k=0

Sk(x)λk (3.22)

and are given by

Sk(x) =
∑

r1, r2, · · · , rn, · · · ∈ Z+P
n≥1 n rn = k

xr11 x
r2
2 · · · xrnn · · ·

r1! r2! · · · rn! · · · . (3.23)

We have used the fact that Sk(−a) = 0 ( for k = p+ 1, p+ 2, · · · ).15

We thus have proven:

Theorem 5. The disk amplitude Q = Q0(ζ) is obtained from the algebraic curve

0 = F (ζ,Q) =

p∑

k=0

Qp−k âk(ζ) with âk(ζ) ≡ Sk
(
−a(ζ)

)
, (3.24)

where as(ζ) (s = 1, 2, · · · ) are the polynomials defined in (3.19),

as(ζ) =
p

s

[
Qs0(ζ)

]
pol
. (3.25)

3.3 Basic properties of the algebraic curves

The algebraic curves are defined by the coefficient polynomials as(ζ) = (p/s)[Qs
0(ζ)]pol (or

âs(ζ) = Ss(−a(ζ))). However, they are not specified completely for given backgrounds

15Since there is no negative-power term of Q in F (ζ,Q), the Schur polynomials Sk(−a) should vanish for

k ≥ p + 1. This just gives a way to rewrite higher-order symmetric functions {an}∞n=p+1 with lower-order

ones {an}pn=1.
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b = (bn) by the Schwinger-Dyson equations (or the W1+∞ constraints) alone. In fact,

expanding the disk amplitudes as in (2.126),

Q0(ζ) =
1

p

p+q∑

n=1

nbnζ
n/p−1 +

1

p

∞∑

n=1

vnζ
−n/p−1

(
vn ≡ 〈On〉(0)), (3.26)

we can see that the functions as(ζ) include not only background parameters {bn} but

also the expectation values of some local operators {vn}, as is demonstrated in detail in

subsection 3.4. The same situation is also found in the analysis of matrix models, where

these parameters are fixed by the analytic behavior of resolvents. In minimal string field

theory, such boundary conditions are complemented by the KP structure (2.16), as we see

now.

We first recall that the action of the differential operators P and Q on the Baker-

Akhiezer function Ψ in the weak coupling limit g → 0 becomes (see subsection 3.1)16

P (b; ζ) = ζ, Q(b; ζ) = g

〈
b/g
∣∣ ∂ϕ0(ζ) eϕ0,+(ζ)

∣∣Φ
〉

〈
b/g
∣∣ eϕ0,+(ζ)

∣∣Φ
〉 → 〈∂ϕ0(ζ)〉(0) . (3.27)

Moreover, if we introduce the function z(x;λ) by

∂Ψ(x;λ) = z(x;λ)Ψ(x;λ), (3.28)

then ∂ = g ∂/∂x1 can be treated as a c-number in the weak coupling limit [55], e.g.,

∂2Ψ(x;λ) =

(
z2(x;λ) + g

∂z(x;λ)

∂x1

)
Ψ(x;λ) ∼ z2(x;λ)Ψ(x;λ). (3.29)

Since P and Q are written as in (2.16), the functions P and Q are now given by

P (z) = ζ =

p∑

i=0

uPi z
p−i, Q(z) = Q0 =

q∑

i=0

uQi z
q−i, (3.30)

with uP0 = 1 and uP1 = 0. Therefore, z defines a uniformization mapping of the algebraic

curves from CP1, and this means that the algebraic curves are pinched Riemann surfaces

of genus zero [8, 12]. Since the number of its parameters {uPi , uQj } is p+ q, which is equal

to the number of background parameters,17 this must fix the values of all vn’s. We thus

find that the KP structure gives desirable boundary conditions to the Schwinger-Dyson

equations.

We list some of the properties of as(ζ):

1. as(ζ) can be separated into two parts: as(ζ) = a
(b)
s (ζ) + a

(v)
s (ζ) with

a(b)
s (ζ) =

[ sq
p

]∑

l=[
(s−1)q−1

p
]

a
(b)
s,l ζ

l, a(v)
s (ζ) =

[ (s−1)q−1
p

]−1∑

l=0

a
(v)
s,l ζ

l, (3.31)

where a
(b)
s,l depends only on {bn} (and not on {vn}) and a

(v)
s,l depend on some of {vn}.

16Relations between the pair of the operators (P ,Q) and disk amplitudes (ζ,Q0) are pointed out by

several authors [54 – 56, 12].
17The number p+q is not the dimension of the moduli space of algebraic curves; that is, these parameters

uniquely correspond to the algebraic equations and not to the curves.
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2. a
(b)
s,l (resp. a

(v)
s,l ) has a unique correspondence to bn(s,l) (resp. vn(s,l)), because they

contain the following terms:
{
a

(b)
s,l = (1/ps−1) [(p+ q)bp+q]

s−1 · n(s, l)bn(s,l) + · · ·
a

(v)
s,l = (1/ps−1) [(p+ q)bp+q]

s−1 · vn(s,l) + · · · ,
(3.32)

where n = n(s, l) is given by

n(s, l) =

∣∣∣∣
[(s− 1)q − 1

p
− l
]
p+ rs−1

∣∣∣∣ (3.33)

with the decomposition (s − 1)q = pks−1 + rs−1 (0 ≤ rs−1 < p). One can easily

show that each coefficient in the expansion of as(ζ) can take arbitrary values if the

corresponding bn(s,l) and/or vn(s,l) are appropriately chosen. This correspondence of

a
(b)
s,l (resp. a

(v)
s,l ) to bn(s,l) (resp. vn(s,l)) still holds even if as(ζ) are replaced by âs(ζ),

because âs(ζ) has a similar decomposition to that in (3.31).

From eq. (3.31) the total degrees of freedom of {as(ζ)} is found to be

p∑

s=1

([sq
p

]
+ 1
)

=
(p+ 1)(q + 1)

2
. (3.34)

Since the number of bn’s is p+ q, that of the remaining parameters {vn(s,l)} is given by

(p+ 1)(q + 1)

2
− (p+ q) =

(p− 1)(q − 1)

2
, (3.35)

equal to the number of ZZ branes [8]. In fact, one can argue that these parameters form the

A-cycle moduli of the corresponding ZZ brane (solid lines in Fig. 1). As is noted in subsec-

tion 2.8, if only the W1+∞ constraints are taken into account, the state
∣∣Φ
〉

can accompany

a bunch of D-instanton operators
∑
ca1b1,a2b2,···Da1b1Da2b2 · · ·

∣∣Φ
〉
. By further imposing

the resulting state to be decomposable, they sum up into the form exp
(∑

a6=b
θabDab

) ∣∣Φ
〉

with the chemical potentials θab of arbitrary values. As we will see in section 5, only

(p − 1)(q − 1)/2 D-instantons are meaningful in the weak coupling limit g → 0, and thus

only the corresponding chemical potentials can be nonvanishing. Furthermore, the exis-

tence of such D-instantons can be shown to open those degenerate cuts of algebraic curves

as in [8]. Thus a typical algebraic curve with D-instanton backgrounds has (p−1)(q−1)/2

nonvanishing A-cycles, each of which corresponds to a ZZ brane. We thus find that our

string field approach correctly accounts for these A-cycle moduli as those free parameters

that are left undetermined by the W1+∞ constraints and the KP hierarchy.

As will be also discussed in section 5, the contributions from D-instantons (or ZZ

branes) are suppressed exponentially as O(e−const./g) in the weak coupling region. Thus, in

the weak coupling limit, we should impose the boundary conditions that all of the A-cycles

are pinched, with only one cut being left (dotted line in Fig. 1). We thus see that the

curves corresponding to disk amplitudes must have (p− 1)(q − 1)/2 singularities [8],

F (ζ
(i)
∗ , Q

(i)
∗ ) =

∂F (ζ
(i)
∗ , Q

(i)
∗ )

∂ζ
=
∂F (ζ

(i)
∗ , Q

(i)
∗ )

∂Q
= 0, (3.36)
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Figure 1: a typical curve and a pinched curve

where i = 1, 2, · · · , (p− 1)(q − 1)/2.

We conclude this subsection with a comment that deformations with some of the On’s

may give no changes to the algebraic curves. In fact, within our formulation, we can prove

(see Appendix C) that any finite perturbation of Onp (n ∈ N) can be absorbed by shifts of

Q. So we can always take a1(ζ) ≡ 0 with no need to redefine any other backgrounds. In

contrast to these, there exist certain combination of On’s whose infinitesimal perturbation

can be absorbed by a shift of ζ. For example, the shift ζ → ζ − p bq/(p + q)bp+q makes

bq = 0 without changing the curve, but this induces deformations of other backgrounds

parameters (see also [34, 8]).

3.4 A few examples

Here we demonstrate how the above arguments are applied in solving disk amplitudes

(especially in fixing the parameters).

1. A nontrivial example: (p, q) = (3, 5)

We first consider the (p, q) = (3, 5) critical point. We set the background to the

conformal one; b̃8 ≡ 8b8/3 ≡ 41/3β, b̃2 ≡ 2b2/3 ≡ −5β/(3 · 42/3) · µ and otherwise bn = 0

(β: a numerical constant). Then as(ζ) are calculated to be

a1(ζ) = 0, a2(ζ) = b̃8v2 ≡ ṽ2,

a3(ζ) = b̃38 ζ
5 + 3 b̃28b̃2 ζ

3 + b̃28v1 ζ
2 + (b̃28v4 + b̃8b̃

2
2

)
ζ + b̃28v7

≡ 4ζ5 − 5µ ζ3 + ṽ1 ζ
2 + ṽ4 ζ + ṽ7, (3.37)

where the parameters ṽn(s,l) (= b̃s−1
8 vn(s,l) + · · · ) form the A-cycle moduli of the curve with

dimensionality (p − 1)(q − 1)/2 = 4. We now require the existence of the uniformization

parameter z on CP1 [see (3.30)].

In general, the algebraic equation F (P (z), Q(z)) ≡ 0 gives relations between {b, v} and

{u}, so that v can be solved in b through u; v = v(u(b)). In this example, the algebraic
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equation leads to the following solution:18

P (z) = z3 − 3

41/3
µ1/3z1

(
= ζ
)

(3.38)

Q(z) = β
(

41/3z5 − 5µ1/3z3 +
5

41/3
µ2/3z

)
(3.39)

F (ζ,Q) = Q3 − 3β2

4
µ5/3Q− β3

(
4ζ5 − 5µζ3 +

5

4
µ2ζ
)

=
β3µ5/2

4

[
T3

(
Q/µ5/6

)
− T5

(
ζ/
√
µ
) ]
. (3.40)

Here Tn(z) (n = 0, 1, 2, · · · ) are the first Tchebycheff polynomials of degree n, Tn(cos τ) ≡
cosnτ , and the algebraic equation gives a solution

Q0(ζ) =
β

2

[(
ζ +

√
ζ −√µ

)5/3
+
(
ζ −

√
ζ −√µ

)5/3
]
. (3.41)

2. Kazakov series (p, q) = (2, 2k − 1)

In the case of (p, q) = (2, 2k − 1), the algebraic equation is written as

F (ζ,Q) = Q2 − a2(ζ) = 0, (3.42)

where the order of a2(ζ) is 2k − 1. Here we have set a1(ζ) = 0 that comes from the

backgrounds for {Onp} (n = 1, 2, · · · ). As is shown in Appendix C, a1(ζ) can be easily

recovered by adding a1(ζ)/2 to Q0(ζ).

The boundary conditions are satisfied if this curve has k − 1 singularities (3.36), or

equivalently, if the function a2(ζ) has k − 1 solutions ζ
(i)
∗ with a2(ζ

(i)
∗ ) = a′2(ζ

(i)
∗ ) = 0 (i =

1, · · · k−1). The latter conditions are nothing but the so-called one-cut boundary condition,

and thus the general solution is given by

Q0(ζ) =
a1(ζ)

2
+ c
√
ζ − u

k−1∏

i=1

(
ζ − ζ(i)

∗
)
. (3.43)

The corresponding background parameters can be read from

bm =
1

2m

∮
© dζ

2πi
ζ−m/2Q(ζ), (3.44)

and all solutions are obtained. The uniformization mapping is given by

ζ = P (z) = z2 + u, Q0 = Q(z) = Q0(ζ(z)). (3.45)

3. conformal backgrounds

18In general, p ( = 3) equivalent solutions are obtained. In fact, the uniformization parameter z on CP1

can be transformed by elements of SL(2,C). By demanding the transformations not to change the canonical

form of P (z) ( = zp + O(zp−2)), such redundancy reduces to the subgroup Zp. We comment that some of

the singularities can remain intact under the Zp transformation.
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We now consider (p, q) minimal strings in the conformal backgrounds, for which the

disk amplitudes are known to be

Q0(ζ) =
β

2

[(
ζ +

√
ζ2 − µ

)q/p
+
(
ζ −

√
ζ2 − µ

)q/p]
(β : numerical constant). (3.46)

Expanding this as in (3.26), we find that the conformal backgrounds should be expressed

by the following background parameters:

bn =




−β p q

n

2(q−p)/p

2mp− q

(
2m− q/p

m

)(µ
4

)m (
n = q + p− 2mp ; 0 ≤ m ≤

[q + p− 1

2p

])

0
(
otherwise

) .

(3.47)

With this background, as is done in the first example, one can show that the requirement

of maximal degeneracy leads the polynomials as(ζ) to have the following values:

s as(ζ) = δs,p 2p

(
βµq/2p

2

)p
Tq
(
ζ/
√
µ
)

+





p

(
βµq/2p

2

)s(
s

s/2

)
(s: even)

0 (s: odd)

. (3.48)

To calculate the corresponding algebraic equation F (ζ,Q) = 0, in this case it turns out to

be useful to write it as follows:

F (ζ,Q) = Qp exp
(
−
∞∑

n=1

an(ζ)Q−n
)
≡ Qp expG(ζ,Q)

=
[
Qp exp

{
G(ζ,Q) +O

(
Q−p−1

)}]
pol
. (3.49)

In fact, the explicit form of the function G(ζ,Q) is given by

G(ζ,Q) = p log

(
1 +

√
1− β2µq/pQ−2

2

)
− 2

(
βµq/2p

2Q

)p
Tq
(
ζ/µ

)
+O(Q−p−1), (3.50)

and with the knowledge that F (ζ,Q) is a polynomial both of ζ and Q, we obtain the

following algebraic equation:

F (ζ,Q) = 2

(
βµq/2p

2

)p [
Tp
(
Q/βµq/2p

)
− Tq

(
ζ/
√
µ
) ]

= 0. (3.51)

This can be solved as

P (z) = ζ =
√
µTp(z), Q(z) = Q0 = β µq/2p Tq(z), (3.52)

with the uniformization parameter z ∈ CP1.19 This agrees with the result found in Liouville

theory [8].

19We have rescaled z from that in the first example multiplying by 21/p−1µ−1/2p, in order to simplify the

following discussions.
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4. Amplitudes of FZZT branes II - annulus amplitudes

We now consider the annulus amplitudes and show that they can be calculated in two

ways. One is using the structure of the KP hierarchy alone. The other is using the W1+∞
constraints with requiring the uniformizing parameter to live on CP1.

4.1 Annulus amplitudes from the KP hierarchy

The main aim of this subsection is to prove the following theorem:

Theorem 6. For any backgrounds, the annulus amplitudes are always given by

〈∂ϕ0(ζ1)∂ϕ0(ζ2)〉(0)
c = ∂ζ1∂ζ2 ln

(
z1 − z2

ζ1 − ζ2

)
(4.1)

with the uniformization mapping ζ = ζ(z) given in (3.30).

From this theorem, we see that the annulus amplitudes depend only on the uniformiza-

tion mapping ζ = ζ(z) =
(
λ(z)

)p
associated with the Lax operator L = ∂+

∑∞
n=2 un∂

−n+1.

In other words, the structure of the annulus amplitudes is totally determined by that of the

KP hierarchy, and the dynamics enters only through the uniformization mapping. Note

that for the conformal backgrounds, the uniformization parameter z is given by (3.52),

ζ(z) =
√
µTp(z), and thus the annulus amplitudes found in [38, 11] are correctly repro-

duced:

〈∂ϕ0(ζ1)∂ϕ0(ζ2)〉(0)
c = ∂ζ1∂ζ2 ln

(
z1 − z2

Tp(z1)− Tp(z2)

)
. (4.2)

To prove the theorem we first show:

Lemma 2. For the weak coupling limit of the Lax operator, L(x, z) = λ = z (1 +
∑∞

n=2

un(x) z−n), the following relation holds:

[λn]− (z) =

∞∑

m=1

vnm
m

λ−m (n ≥ 1). (4.3)

Here [ ]−(z) denotes the negative-power part in z, and vnm ≡ 〈OnOm〉(0)
c .

Proof of the lemma. In the weak coupling limit, the Baker-Akhiezer function is approxi-

mated as

Ψ(x;λ) =

〈
x
∣∣eφ+(λ)

∣∣Φ
〉

〈x|Φ〉 exp
[
g−1

∞∑

n=1

xnλ
n
]

= exp
[
g−1
(
〈φ+(λ)〉(0) +

∞∑

n=1

xnλ
n
)

+O(g0)
]

= exp
[
g−1
(
−
∞∑

m=1

vm
m
λ−m +

∞∑

n=1

xnλ
n
)

+O(g0)
]
, (4.4)
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and thus we obtain

∂Ψ

∂xn
=

1

g
(λn −

∞∑

m=1

vnm
m

λ−m)Ψ +O(g0). (4.5)

The left-hand side can also be calculated by using the linear problem of the KP hierarchy

as

∂Ψ

∂xn
=

1

g
(Ln)+Ψ =

1

g

(
λn − [λn]−(z)

)
Ψ. (4.6)

Comparing (4.5) and (4.6), we obtain

[λn]− (z) =

∞∑

m=1

vnm
m

λ−m. ¤ (4.7)

Proof of the theorem. We recall that the annulus amplitudes 〈∂ϕ0(ζ1) ∂ϕ0(ζ2)〉(0)
c are written

as

〈∂ϕ0(ζ1) ∂ϕ0(ζ2)〉(0)
c = 〈∂ϕ0,+(ζ1)∂ϕ0,+(ζ2)〉(0)

c +
dλ1

dζ1

dλ2

dζ2

1

(λ1 − λ2)2
− 1

(ζ1 − ζ2)2

=
dλ1

dζ1

dλ2

dζ2

(
〈∂φ+(λ1)∂φ+(λ2)〉(0)

c +
1

(λ1 − λ2)2

)
− 1

(ζ1 − ζ2)2
, (4.8)

so that it is sufficient to show the identity

〈∂φ+(λ1)φ+(λ2)〉(0)
c = ∂λ1 ln

z1 − z2

λ1 − λ2
(|λ1| > |λ2|). (4.9)

We prove this for a region where |ζ1| is sufficiently larger than |ζ2|, so that we can assume

|λ1| > |λ2| and |z1| > |z2|. Once the statement holds in this region, it should also hold in

other regions. Then,

〈∂φ+(λ1)φ+(λ2)〉(0)
c = −

∑

n,m≥1

vnm
m

λ−n−1
1 λ−m2 = −

∑

n≥1

λ−n−1
1 [λn(z2)]−(z2)

=
∑

n≥1

λ−n−1
1

∮

|z|<|z2|<|z1|

dz

2πi

λn(z)

z − z2

=

∮

|z|<|z2|<|z1|

dz

2πi

1

z − z2

1

λ1 − λ(z)

= −
(∮

z1

+

∮

z2

) dz

2πi

1

z − z2

1

λ1 − λ(z)
. (4.10)

Here we have used the fact that for an arbitrary function with the (formal) Laurent ex-

pansion f(z) =
∑

n∈Z
fn z

n, its negative-power part has an integral representation as

[f(z)]− ≡
∑

n≤−1

fnz
n = −

∮

|x|<|z|

dx

2πi

f(x)

x− z . (4.11)
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Also, to obtain the last line of (4.10), we have deformed the contour by noting that there

is no simple pole at z =∞. Each term in (4.10) is then evaluated as

∮

z1

dz

2πi

1

z − z2

1

λ1 − λ(z)
=

∮

λ1

dλ

2πi

dz

dλ

1

z − z2

1

λ1 − λ

= − dz1

dλ1

1

z1 − z2
= −∂λ1 ln(z1 − z2), (4.12)

∮

z2

dz

2πi

1

z − z2

1

λ1 − λ(z)
=

1

λ1 − λ2
= ∂λ1 ln(λ1 − λ2), (4.13)

and thus we obtain (4.9). ¤

4.2 Annulus amplitudes for FZZT branes

Integrating (4.1) we obtain the annulus amplitudes for FZZT branes in general backgrounds

b = (bn):

〈ϕ0(ζ1)ϕ0(ζ2 )〉(0)
c = ln

(
z1 − z2

ζ1 − ζ2

)
. (4.14)

We here make a comment that 〈ϕa(ζ1)ϕb(ζ2)〉 does not obey simple monodromy [2, 4]. This

is due to the fact that the two-point function 〈ϕa(ζ1)ϕb(ζ2)〉 is defined with the normal

ordering : : that respects the SL(2,C) invariance on the λ plane:

〈ϕa(ζ1)ϕb(ζ2)〉 =
〈b/g| :ϕa(ζ1)ϕb(ζ2) : |Φ〉

〈b/g|Φ〉 . (4.15)

In fact, by using the definition :ϕa(ζ1)ϕb(ζ2) : = ϕa(ζ1)ϕb(ζ2)−δab ln(ζ1−ζ2), the two-point

functions are expressed as

〈ϕa(ζ1)ϕb(ζ2) 〉 =
〈b/g|ϕa(ζ1)ϕb(ζ2) |Φ〉

〈b/g|Φ〉 − δab ln(ζ1 − ζ2)

=

〈
b/g|ϕ0(e2πiaζ1)ϕ0(e2πibζ2) |Φ

〉

〈b/g|Φ〉 − δab ln(ζ1 − ζ2)

=

〈
b/g| :ϕ0(e2πiaζ1)ϕ0(e2πibζ2) : |Φ

〉

〈b/g|Φ〉 +

+ ln(e2πiaζ1 − e2πibζ2)− δab ln(ζ1 − ζ2)

=
〈
ϕ0(e2πiaζ1)ϕ0(e2πibζ2)

〉
+ ln(e2πiaζ1 − e2πibζ2)− δab ln(ζ1 − ζ2).

(4.16)

We thus obtain

〈ϕa(ζ1)ϕb(ζ2 )〉(0)
c = ln

(
z1a − z2b

)
− δab ln

(
ζ1 − ζ2

)
, (4.17)

where za is the inverse of e2πiaζ under the mapping ζ = ζ(z).

For the conformal backgrounds (3.47), the annulus amplitudes become

〈ϕa(ζ1)ϕb(ζ2)〉(0)
c = ln

(
z1a − z2b

)
− δab ln

[√
µ
(
Tp(z1)− Tp(z2)

)]
. (4.18)
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The Kab(z) in (2.147) can be calculated easily and are found to be

Kab(z) = − ln
[
−Up−1(za)Up−1(zb)(za − zb)2

]
− 2 ln p

√
µ. (4.19)

Here Un(z) (n = 0, 1, 2, · · · ) are the second Tchebycheff polynomials of degree n defined

by Un(cos τ) ≡ sin(n + 1)τ/ sin τ , and za in this case can be written as za ≡ cos τa ≡
cos(τ + 2πa/p) with z = cos τ and ζ =

√
µTp(z).

4.3 Schwinger-Dyson equations for annulus amplitudes

In this and subsequent subsections, we show that the annulus amplitudes can also be

investigated from the approach based on the Schwinger-Dyson equations. We first derive

the equations by imposing the W1+∞ constraints on the function20

〈〈
W s(ζ1)W t(ζ2)

〉〉
c
≡
〈〈
W s(ζ1)W t(ζ2)

〉〉
− 〈W s(ζ1)〉

〈
W t(ζ2)

〉
. (4.20)

We then investigate the structure of the Schwinger-Dyson equations and demonstrate how

they are solved. We will find that the Schwinger-Dyson equations again have undetermined

constants, and see that they are completely fixed upon demanding the existence of the

uniformizing parameter z on CP1, as is the case for disk amplitudes. Proofs of some of the

statements made in this subsection are collected in Appendix D.

We first note:

Proposition 4. The weak coupling limit of the expectation value
〈〈
W s(ζ1)W t(ζ2)

〉〉
c

is

given by

〈〈
W s(ζ1)W t(ζ2)

〉〉
c
≡ st

gs+t−2

p−1∑

a,b=0

Qs−1
a (ζ1)Aab(ζ1, ζ2)Qt−1

b (ζ2) +O(g−s−t+3)

=
st

gs+t−2
· p2

[
Qs−1

0 (ζ1)A00(ζ1, ζ2)Qt−1
0 (ζ2)

]
int

+O(g−s−t+3) (4.21)

with

Aab(ζ1, ζ2) ≡ 〈∂ϕa(ζ1)∂ϕb(ζ2)〉(0)
c +

δab
(ζ1 − ζ2)2

. (4.22)

Here, the integer-power part of a function f(ζ1, ζ2) =
∑

m,n∈Z
fm,n ζ

m/p
1 ζ

n/p
2 is denoted by

[
f(ζ1, ζ2)

]
int
≡
∑

k,l∈Z
fkp,lp ζ

k
1 ζ

l
2.

Since
〈〈
W s(ζ1)W t(ζ2)

〉〉
c

is defined with the radial ordering, we need a care in imposing

the W1+∞ constraints (2.97) on the function. We thus consider two regions in (ζ1, ζ2)

separately: (I) |ζ1| > |ζ2| and (II) |ζ2| > |ζ1|, and make a double series expansion in each

case. With this consideration, one obtains the following proposition:

20Note that there are no normal orderings inside.
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Proposition 5. By expanding
〈〈
W s(ζ1)W t(ζ2)

〉〉
c

as
∑

M,N∈ZW
s,t (i)
M,N ζM1 ζN2 (for the re-

gion i = I, II), the coefficients W
s,t (i)
M,N satisfy the following conditions:

(W1) W
s,t (I)
M,N = 0 unless N ≥ 0 and M +N ≥ −2, (4.23)

(W2) W
s,t (II)
M,N = 0 unless M ≥ 0 and M +N ≥ −2. (4.24)

These conditions are also sufficient for reproducing the W1+∞ constraints.

We denote by
[
f(ζ1, ζ2)

]
W

the part of a function f(ζ1, ζ2) that satisfies both of (W1)

and (W2) of Proposition 5. Then we can write the Schwinger-Dyson equations for annulus

amplitudes in the following way:

p−1∑

a,b=0

Qs−1
a (ζ1)Aab(ζ1, ζ2)Qt−1

b (ζ2) = p2
[
Qs−1

0 (ζ1)A00(ζ1, ζ2)Qt−1
0 (ζ2)

]
W
≡ Gst(ζ1, ζ2).

(4.25)

We can solve this set of equations for Aab(ζ1, ζ2), by using the fact that the inverse of the

matrix (Xs
a) = (Qs−1

a (ζ))s=1,··· ,p
a=0,··· ,p−1 is given by

(X−1)as =
∆(a)(Q(ζ))

∆(Q(ζ))
(−1)a+sσ

(a)
p−s(ζ), (4.26)

where σ
(a)
n (ζ) and ∆(a)(Q) are, respectively, the elementary symmetric functions and Van

der Monde determinant of {Qb}p−1
b=0,6=a:

σ(a)
n (ζ) =

∑

0≤a1<···<an≤p−1, ai 6=a
Qa1(ζ) · · ·Qan(ζ), ∆(a)(Q) = det

[
(Qj−1

i−1 )pi,j=1,i6=a,j 6=p
]
.

(4.27)

We thus obtain:

Theorem 7. The Schwinger-Dyson equations for the annulus amplitudes are solved as

〈∂ϕa(ζ1) ∂ϕb(ζ2)〉(0)
c = Aab(ζ1, ζ2)− δab

(ζ1 − ζ2)2
(4.28)

with

Aab(ζ1, ζ2) =
∆(a)(Q(ζ1)) ∆(b)(Q(ζ2))

∆(Q(ζ1)) ∆(Q(ζ2))

p∑

s,t=1

(−1)a+b+s+t σ
(a)
p−s(ζ1)σ

(b)
p−t(ζ2)Gst(ζ1, ζ2).

(4.29)

4.4 Structure of the Schwinger-Dyson equations for annulus amplitudes

We next investigate the structure of the function Gst(ζ1, ζ2) defined in (4.25). From the

equation (2.127), one can see that Aab(ζ1, ζ2) has the following double series expansion:

A00(ζ1, ζ2) =
dζ

1/p
1

dζ1

dζ
1/p
2

dζ2

1

(ζ
1/p
1 − ζ1/p

2 )2
+

1

p2

∑

n,m∈Z
vnm ζ

−n/p−1
1 ζ

−m/p−1
2

≡ Ñ + Ã, (4.30)
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where the first term (part of the nonuniversal terms) is denoted by Ñ and the second term

(universal terms) by Ã, and vnm ≡ 〈OnOm〉(0)
c . Accordingly, Gst(ζ1, ζ2) is decomposed as

Gst(ζ1, ζ2) = p2
[
Qs−1

0 (ζ1)(Ñ + Ã)Qt−1
0 (ζ2)

]
W
≡ GNst(ζ1, ζ2) +GAst(ζ1, ζ2). (4.31)

We first consider GNst(ζ1, ζ2) ≡ p2
[
Qs−1

0 (ζ1)Ñ(ζ1, ζ2)Qt−1
0 (ζ2)

]
W

. It turns out to be

convenient to decompose the disk amplitudes Qa(ζ) into the parts diagonal to the Zp
monodromy:

Qs−1
0 (ζ) ≡

p−1∑

b=0

R
(s−1)
b (ζ) ≡

p−1∑

b=0

R̃
(s−1)
b (ζ)ζ−b/p+1, (4.32)

where R̃
(s−1)
b (ζ) ≡ [ζb/p−1Qs−1

0 ]int, and R
(s−1)
b (ζ) ≡ R̃

(s−1)
b (ζ)ζ−b/p+1 has the monodromy

R
(s−1)
b (e2πiζ) = ω−bR(s−1)

b (ζ). We thus obtain

GNst(ζ1, ζ2) =
[p−1∑

r=0

R̃
(s−1)
p−r (ζ1)R̃(t−1)

r (ζ2)
(p− r)ζ2 + rζ1

(ζ1 − ζ2)2

]
W
. (4.33)

We can easily see that under the conditions (W1) and (W2) only finite terms survive in the

double series expansion. In fact, each of the terms can be rewritten by using the following

formula:

[
j(ζ1)

(
ζ1

ζ2

)n 1

(ζ1 − ζ2)2

]
W

=
[ j(ζ1)

(ζ1 − ζ2)2
+ n

j(ζ1)

ζ1(ζ1 − ζ2)

]
W

(4.34)

with an arbitrary polynomial j(ζ1), as well as the ones with ζ1 ↔ ζ2. Furthermore, if we

reach the following expression after repeatedly using the above formula:

· · · =
[ h(ζ1, ζ2)

(ζ1 − ζ2)2

]
W

(4.35)

with h(ζ1, ζ2) an arbitrary polynomial in ζ1 and ζ2, then [ ]W can be taken off from the

expression,

[ h(ζ1, ζ2)

(ζ1 − ζ2)2

]
W

=
h(ζ1, ζ2)

(ζ1 − ζ2)2
, (4.36)

since the inside already satisfies both of the conditions (W1) and (W2), as one can easily

show. This consideration leads to:

Proposition 6. For any pair of functions of the form f(ζ) =

∞∑

n=−∞
anζ

n and g(ζ) =

−1∑

n=−∞
bnζ

n, the following identity holds under the W1+∞ constraints:

[f(ζ1)g(ζ2)

(ζ1 − ζ2)2

]
W

=

[
f(ζ1)g(ζ1)

]
pol

(ζ1 − ζ2)2
−
[
f(ζ1)∂g(ζ1)

]
pol

(ζ1 − ζ2)
−
[ [f(ζ1)∂g(ζ1)]−1

ζ1(ζ1 − ζ2)

]
W
, (4.37)

where [f ]−1 denotes the coefficient of ζ−1 in f(ζ).
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Note that the last term in eq. (4.37) (i.e. 1/ζ1(ζ1 − ζ2)) does not satisfy (W1) and

(W2) simultaneously, but the contributions from such terms totally disappear in the final

results and thus can be ignored.

Repeatedly using the proposition, we obtain:

Proposition 7. The function GN
st(ζ1, ζ2) can be written as

GNst =
1

(ζ1 − ζ2)2

((s− 1)(t− 1)

p
as−1(ζ1)at−1(ζ2) +Bst,0(ζ1, ζ2) +Bst,1(ζ1) +Bst,2(ζ2)−

− (ζ1 − ζ2)(Bst,3(ζ1)−Bst,4(ζ2))
)

≡ 1

(ζ1 − ζ2)2

((s− 1)(t− 1)

p
as−1(ζ1)at−1(ζ2) +BN

st (ζ1, ζ2)
)
, (4.38)

where

Bst,0(ζ1, ζ2) ≡
p−r∑

r=1

(
(p− r) [ζ

−r/p
1 Qs−1

0 (ζ1)]pol [ζ
r/p
2 Qt−1

0 (ζ2)]pol+

+ r [ζ
(p−r)/p
1 Qs−1

0 (ζ1)]pol [ζ
−(p−r)/p
2 Qt−1

0 (ζ2)]pol

)
, (4.39)

Bst,1(ζ1) ≡
p−r∑

r=1

(
(p− r)

[
ζ
−r/p
1 Qs−1

0 (ζ1)
(
ζ
r/p
1 Qt−1

0 (ζ1)
)
−
]
pol

+

+ r
[
ζ

(p−r)/p
1 Qs−1

0 (ζ1)
(
ζ
−(p−r)/p
1 Qt−1

0 (ζ1)
)
−
]
pol

)
, (4.40)

Bst,2(ζ2) ≡
p−r∑

r=1

(
(p− r)

[(
ζ
−r/p
2 Qs−1

0 (ζ2)
)
−ζ

r/p
2 Qt−1

0 (ζ2)
]
pol

+

+ r
[(
ζ

(p−r)/p
2 Qs−1

0 (ζ2)
)
−ζ
−(p−r)/p
2 Qt−1

0 (ζ2)
]
pol

)
, (4.41)

Bst,3(ζ1) ≡
p−r∑

r=1

(
(p− r)

[
ζ
−r/p
1 Qs−1

0 (ζ1) ∂
(
ζ
r/p
1 Qt−1

0 (ζ1)
)
−
]
pol

+

+ r
[
ζ

(p−r)/p
1 Qs−1

0 (ζ1) ∂
(
ζ
−(p−r)/p
1 Qt−1

0 (ζ1)
)
−
]
pol

)
, (4.42)

Bst,4(ζ2) ≡
p−r∑

r=1

(
(p− r)

[
∂
(
ζ
−r/p
2 Qs−1

0 (ζ2)
)
−ζ

r/p
2 Qt−1

0 (ζ2)
]
pol
−

− r
[
∂
(
ζ

(p−r)/p
2 Qs−1

0 (ζ2)
)
−ζ
−(p−r)/p
2 Qt−1

0 (ζ2)
]
pol

)
, (4.43)

and [ ]− denotes the part consisting of negative integer powers.

We next consider GAst ≡ p2
[
Qs−1

0 (ζ1)Ã(ζ1, ζ2)Qt−1
0 (ζ2)

]
W

. With the W1+∞ constraints,

this is a polynomial in ζ1 and ζ2, and each coefficient depends on vmn = 〈OmOn〉(0)
c :

GAst(ζ1, ζ2) =

[
(s−1)q−1

p
]−1∑

l1=0

[
(t−1)q−1

p
]−1∑

l2=0

GAst,l1l2 ζ
l1
1 ζ

l2
2 , (4.44)

GAst,l1l2 =
st

ps+t−2
[(p+ q)bp+q]

s+t−2 · vn(s,l1)n(t,l2) + · · · , (4.45)
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where n(s, l) is given by (3.33). So this is the counterpart of a
(v)
s (ζ) of the disk case, and

one can set all the coefficients to arbitrary values by tuning the vnm’s. If we denote the

number of the moduli of ZZ branes by NZZ = (p−1)(q−1)/2, the total degrees of freedom

of GAst is NZZ(NZZ + 1)/2 (i.e. N 2
ZZ variables with the identification vmn = vnm), which is

equal to the number that we expect.

By putting everything together, the function Gst(ζ1, ζ2) is expressed as

Gst(ζ1, ζ2) = GNst(ζ1, ζ2) +GAst(ζ1, ζ2)

=
1

(ζ1 − ζ2)2

((s− 1)(t − 1)

p
as−1(ζ1)at−1(ζ2)+

+BN
st (ζ1, ζ2) + (ζ1 − ζ2)2 GAst(ζ1, ζ2)

)

≡ 1

(ζ1 − ζ2)2

((s− 1)(t − 1)

p
as−1(ζ1)at−1(ζ2) +Bst(ζ1, ζ2)

)
, (4.46)

and by substituting the function Gst(ζ1, ζ2) into the inversion formula (4.29), the annulus

amplitudes can be written as21

Aab(ζ1, ζ2) =
Fab(ζ1, ζ2)

(ζ1 − ζ2)2

p−1∏

i,j=0,i6=a,j 6=b

1

(Qa(ζ1)−Qi(ζ1))(Qb(ζ2)−Qj(ζ2))
(4.47)

with

Fab(ζ1, ζ2) ≡ 1

p

∂F (ζ1, Qa)

∂Qa

∂F (ζ2, Qb)

∂Qb
+

p∑

s,t=1

(−1)s+t σ
(a)
p−s(ζ1)σ

(b)
p−t(ζ2)Bst(ζ1, ζ2). (4.48)

As in the case of disk amplitudes, the polynomials Bst(ζ1, ζ2) contain yet-undetermined

constants vnm = 〈OnOm〉(0)
c stemming from GAst(ζ1, ζ2). Thus we find that the Schwinger-

Dyson equations for annulus amplitudes are not complete in determining the amplitudes

uniquely. In the next section, we show that desired boundary conditions are complemented

again by the KP structure of minimal string field theory.

4.5 Boundary conditions for annulus amplitudes

The boundary conditions for annulus amplitudes must be the same as those for disk ampli-

tudes because the annulus amplitudes can be regarded as deformations of disk amplitudes

along the KP flows. In other words, the structure of the operators (P ,Q) and their weak

coupling limit (3.30) are preserved under the changes of backgrounds. We thus find that

all the A-cycles in annulus amplitudes must be pinched, leading to the equations

∮

A
dζ1 〈∂ϕa(ζ1)∂ϕb(ζ2)〉(0)

c =

∮

A
dζ1 Aab(ζ1, ζ2) = 0, (4.49)

where A is the A-cycle of the corresponding ZZ brane.

21A proof is given in Appendix D.
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The denominator of the annulus amplitude (4.47) is written with the derivative of

D-instanton action Qa(ζ1) − Qi(ζ1) = ∂ζ1Γai(ζ1) (see subsection 2.8). Noting that it is

expanded around a saddle point ζ∗ as

Qa(ζ)−Qb(ζ) = ∂ζΓab(ζ) = (ζ − ζ∗)∂2
ζΓab(ζ∗) +O

(
(ζ − ζ∗)2

)
(4.50)

with ∂2
ζΓab(ζ∗) 6= 0, the above boundary conditions (4.49) can be written as

p∑

s,t=1

(−1)s+t σ
(a)
p−s(ζ1)σ

(b)
p−t(ζ2)Bst(ζ1, ζ2) = 0 (4.51)

for ζ1 = ζ∗ or ζ2 = ζ∗, with ζ∗ being a saddle point of the D-instanton operator Dai (i 6= a).

Example: Kazakov series (p, q) = (2, 2k − 1)

In subsection 3.4 we have shown that the general solutions of disk amplitudes are given

by

Q0(ζ) = c
√
ζ − u

k−1∏

i=1

(ζ − ζ(i)
∗ ) ≡

√
ζ − uE(ζ), (4.52)

where u is a parameter in the uniformization mapping ζ = P (z) = z2 + u, and we take

a1(ζ) = 0 for convenience (see the comment made at the end of subsection 3.3). Its

algebraic equation is then written as

F (ζ,Q) = Q2 − (ζ − u)E2(ζ) = 0 (4.53)

with a2(ζ) = (ζ − u)E2(ζ). The annulus amplitudes are thus given by

A00 =
1

4(ζ1 − ζ2)2Q0(ζ1)Q0(ζ2)

[
1

p

∂F (ζ1, Q0)

Q0

∂F (ζ2, Q0)

Q0
+B22(ζ1, ζ2)

]
, (4.54)

and the boundary conditions now become

B22(ζ1, ζ2) = 0 for ζ1 = ζ
(i)
∗ or ζ2 = ζ

(i)
∗ (i = 1, · · · , k − 1). (4.55)

This means that B22(ζ1, ζ2) must have a factor
∏k−1
i=1 (ζ1 − ζ(i)

∗ )(ζ2 − ζ(i)
∗ ) and that, if B22

can be written as

B22(ζ1, ζ2) = G(ζ1, ζ2)
k−1∏

i=1

(ζ1 − ζ(i)
∗ )(ζ2 − ζ(i)

∗ ) +H(ζ1, ζ2) (4.56)

with the degree of H(ζ1, ζ2) less than 2(k − 1), then it automatically follows from the

boundary conditions that H(ζ1, ζ2) ≡ 0. Thus, in the following argument we can ignore

these terms (especially B22,i (i = 1, . . . , 4)) and denote by A ∼ B the equalities that hold
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up to these irrelevant terms. Then we can see that B22(ζ1, ζ2) ∼ B22,0(ζ1, ζ2) + (ζ1 −
ζ2)2 GA22(ζ1, ζ2), and the polynomial B22,0(ζ1, ζ2) are calculated to be

B22,0(ζ1, ζ2) ∼ [ζ
−1/2
1 Q0(ζ1)]pol [ζ

1/2
2 Q0(ζ2)]pol + [ζ

1/2
1 Q0(ζ1)]pol [ζ

−1/2
2 Q0(ζ2)]pol

∼
[
E(ζ1)

√
1− uζ−1

1

]
pol

[
ζ2E(ζ2)

√
1− uζ−1

2

]
pol

+ (ζ1 ↔ ζ2)

∼
(
E(ζ1)− u

2

[E(ζ1)

ζ1

]
pol

)(
(ζ2 −

u

2
)E(ζ2) +

u2

8

[E(ζ2)

ζ2

]
pol

)
+ (ζ1 ↔ ζ2)

∼ E(ζ1)E(ζ2)(ζ1 + ζ2 − u2)−

− u

2
ζ2E(ζ2)

[E(ζ1)

ζ1

]
pol
− u

2
ζ1E(ζ1)

[E(ζ2)

ζ2

]
pol

∼ E(ζ1)E(ζ2)(ζ1 + ζ2 − u2)−

− u

2
(ζ2 − ζ(1)

∗ )E(ζ2)
[ E(ζ1)

ζ1 − ζ(1)
∗

]
pol
− u

2
(ζ1 − ζ(1)

∗ )E(ζ1)
[ E(ζ2)

ζ2 − ζ(1)
∗

]
pol
.

(4.57)

Since the maximal power of both ζ1 and ζ2 in GA22(ζ1, ζ2) is k − 2, the relevant terms of

GA22(ζ1, ζ2)(ζ1 − ζ2)2 are collected as

GA22(ζ1, ζ2)(ζ1 − ζ2)2 =

= GA22(ζ1, ζ2)
(
(ζ1 − ζ(1)

∗ )− (ζ2 − ζ(1)
∗ )
)2

∼ v11

2c2

[ E(ζ1)

ζ1 − ζ(1)
∗

]
pol

[ E(ζ2)

ζ2 − ζ(1)
∗

]
pol
×

×
[
(ζ1 − ζ(1)

∗ )2 − 2(ζ1 − ζ(1)
∗ )(ζ2 − ζ(1)

∗ ) + (ζ2 − ζ(1)
∗ )2

]
. (4.58)

From the boundary conditions (4.55), we should take v11 = uc2 and thus get

B22(ζ1, ζ2) = E(ζ1)E(ζ2) (ζ1 + ζ2 − 2u). (4.59)

Then the annulus amplitude can be written as

A00(ζ1, ζ2) =
1
2(2Q0(ζ1))(2Q0(ζ2)) +E(ζ1)E(ζ2)(ζ1 + ζ2 − 2u)

4(ζ1 − ζ2)2E(ζ1)E(ζ2)
√

(ζ1 − u)(ζ2 − u)

=
2
√

(ζ1 − u)(ζ2 − u) + (ζ1 + ζ2 − 2u)

4(ζ1 − ζ2)2
√

(ζ1 − u)(ζ2 − u)

=
dz1

dζ1

dz2

dζ2

(
z1 + z2

ζ1 − ζ2

)2

= ∂ζ1∂ζ2 ln(z1 − z2), (4.60)

and thus we obtain

〈∂ϕ0(ζ1) ∂ϕ0(ζ2)〉(0)
c = ∂ζ1∂ζ2 ln

(
z1 − z2

ζ1 − ζ2

)
. (4.61)

This agrees with the annulus amplitudes for the Kazakov series (4.1). We thus have demon-

strated that the set of the Schwinger-Dyson equations plus the boundary conditions also

enables us to derive annulus amplitudes for arbitrary backgrounds.
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5. Amplitudes including ZZ branes

5.1 ZZ brane partition functions for conformal backgrounds

In this subsection, we consider the integral (2.146):

〈
Dab

〉
=

∮
© dζ

2πi
e (1/g) Γab + (1/2)Kab +O(g) (5.1)

and evaluate it around saddle points.

In order to simplify the calculations and also to compare the results with those obtained

in matrix models, we restrict our discussions to the conformal backgrounds (3.47) again

with the uniformization mapping

ζ√
µ

= Tp(z) ,
Q0

βµq/2p
= Tq(z)

(
β =

4(q − p)
q

)
. (5.2)

The integral (5.1) then becomes

〈
Dab

〉
=
p
√
µ

2πi

∮
dz Up−1(z) e(1/g) Γab(z)+(1/2)Kab(z)+O(g). (5.3)

The functions Γab(z) and their derivatives can be easily calculated and are found to be

Γab(z) =
p

2
β µ(q+p)/2p

[
Tq+p(za)− Tq+p(zb)

q + p
− Tq−p(za)− Tq−p(zb)

q − p

]
, (5.4)

Γ′ab(z) = p β µ(q+p)/2p Up−1(z)
[
Tq(za)− Tq(zb)

]
, (5.5)

Γ′′ab(z) =
z

1− z2
Γ′ab(z)−

p

2
β µ(q+p)/2p×

× 1

1− z2

[
(q + p)

(
Tq+p(za)− Tq+p(zb)

)
− (q − p)

(
Tq−p(za)− Tq−p(zb)

)]
. (5.6)

Saddle points z∗ are given by Γ′ab(z∗) = 0 and are found to satisfy

Up−1(z∗) = 0 or Tq(z∗a)− Tq(z∗b) = 0. (5.7)

Because the measure is written as dζ = p
√
µUp−1(z) dz, the solutions to the first equation

do not give a major contribution to the integral. The second equation can be solved easily

and gives the saddle points

z∗(a, b;n) = cos τ∗(a, b;n) = cos
(
−a+ b

p
+
n

q

)
π

(
n ∈ Z

)
. (5.8)

Under the transformation z∗ → z∗a = cos(τ∗ + 2πa/p) the saddle points are shifted to

z∗a(a, b;n) = cos

(
b− a
p
− n

q

)
π = cos

(
m

p
− n

q

)
π ≡ z−mn, (5.9)

z∗b(a, b;n) = cos

(
b− a
p

+
n

q

)
π = cos

(
m

p
+
n

q

)
π ≡ z+

mn. (5.10)
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Here we have introduced another integer m ≡ b− a. Substituting these values into (5.4)–

(5.6) and (4.19), we obtain

Γab(z∗) = − 2pqβ

q2 − p2
µ(q+p)/2p sin

(
q − p
q

nπ

)
sin

(
q − p
p

mπ

)
, (5.11)

Γ′′ab(z∗) = +
2pqβ

sin2 τ∗
µ(q+p)/2p sin

(
q − p
q

nπ

)
sin

(
q − p
p

mπ

)
, (5.12)

Kab(z∗) = 2 ln

[ √
cos
(

2nπ
q

)
− cos

(
2mπ
p

)

2p
√

2µ sin τ∗ Up−1(z∗) sin
(
nπ
q

)
sin
(
mπ
p

)
]
. (5.13)

In order for the integration to give such nonperturbative effects that vanish in the

limit g → +0, we need to choose a contour such that Re Γab(z) takes only negative values

along it. In particular, (m,n) should be chosen such that Γab(z∗) is negative. This in turn

implies that Γ′′ab(z∗) is positive, and thus the corresponding steepest descent path passes

the saddle point in the pure-imaginary direction in the complex z plane. We thus take

z = z∗ + it around the saddle point, so that the Gaussian integral becomes

〈Dab〉 =
p
√
µ

2π
Up−1(z∗) e

(1/2)Kab(z∗) e(1/g)Γab(z∗)
∫ ∞

−∞
dt e−(1/2g) Γ′′ab(z∗) t

2

= p

√
µg

2π

Up−1(z∗)√
Γ′′ab(z∗)

e(1/2)Kab(z∗) e(1/g)Γab(z∗). (5.14)

Substituting into this all the values obtained above, we finally get

〈Dab〉 =

√
g

4
√

2πpqβ
µ−(q+p)/4p

√
cos
(

2nπ
q

)
− cos

(
2mπ
p

)
e
− 1
g

Γba(z∗)

sin
(
nπ
q

)
sin
(
mπ
p

)√
sin
( q−p

p mπ
)

sin
( q−p

q nπ
) (5.15)

with

Γba(z∗) = −Γab(z∗)

= +
2pqβ

(q2 − p2)
µ(q+p)/2p sin

(
q − p
q

nπ

)
sin

(
q − p
p

mπ

)
. (5.16)

The D-instanton action Γba(z∗) at the saddle points can be identified with the (m,n)

ZZ brane amplitude ZZZ(m,n) by using its relation [38] to the FZZT disk amplitudes as

ZZZ(m,n) =
〈
ϕ0(ζ(z+

mn))
〉(0) −

〈
ϕ0(ζ(z−mn))

〉(0)
= 〈ϕb(ζ∗)〉(0) − 〈ϕa(ζ∗)〉(0) , (5.17)

and thus we obtain

ZZZ(m,n) = Γba(z∗) =
〈
ϕb
(
ζ(z∗(a, b;n))

)〉(0)
−
〈
ϕa
(
ζ(z∗(a, b;n))

)〉(0)
. (5.18)

Note that the expression (5.15) is invariant under the change of (m,n) into (q−m, p−n).

Thus, there are only (p−1)(q−1)/2 meaningful ZZ branes, and one can restrict the values

of (m,n), for example, to the region

1 ≤ m ≤ p− 1, 1 ≤ n ≤ q − 1, mq − np > 0, (5.19)

with taking care of the positivity of Γba(ζ∗). Equations (5.15) and (5.16) coincide, up to

the factor of i, with the two-matrix-model results for generic (p, q) cases [17] and with the

one-matrix-model results for the (2, 2k − 1) cases [15].
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5.2 Annulus amplitudes for two ZZ branes

The annulus amplitudes of two distinct ZZ branes can also be calculated easily [4]. These

amplitudes correspond to the states

DabDcd

∣∣Φ
〉
, (5.20)

which appear, for example, when two distinct D-instantons are present in the background:

eθDab+θ
′Dcd

∣∣Φ
〉
.

The two-point functions
〈
DabDcd

〉
can be written as

〈
DabDcd

〉
=

∮
©dζ

∮
©dζ ′

〈
b/g

∣∣ :eϕa(ζ)−ϕb(ζ) : :eϕc(ζ
′)−ϕd(ζ′) :

∣∣Φ
〉

〈
b/g

∣∣Φ
〉

=

∮
©dζ

∮
©dζ ′ e(δac+δbd−δad−δbc) ln(ζ−ζ′)

〈
eϕa(ζ)−ϕb(ζ)+ϕc(ζ′)−ϕd(ζ′)

〉

=

∮
©dζ

∮
©dζ ′ e(δac+δbd−δad−δbc) ln(ζ−ζ′) exp

〈
eϕa(ζ)−ϕb(ζ)+ϕc(ζ′)−ϕd(ζ′) − 1

〉
c

=

∮
©dζ

∮
©dζ ′ e(1/g)Γab(ζ)+(1/g)Γcd(ζ′) e(1/2)Kab(ζ) e(1/2)Kcd(ζ′)·

· e(δac+δbd−δad−δbc) ln(ζ−ζ′) e〈(ϕa(ζ)−ϕb(ζ)) (ϕc(ζ′)−ϕd(ζ′))〉(0)
c eO(g). (5.21)

Since Dab and Dcd may have their own saddle points ζ∗ and ζ ′∗ in the weak coupling limit,

the two-point functions will take the following form:

〈
DabDcd

〉

=
〈
Dab

〉 〈
Dcd

〉
·

· exp
[
(δac + δbd − δad − δbc) ln(ζ∗ − ζ ′∗) +

〈
(ϕa(ζ∗)− ϕb(ζ∗)) (ϕc(ζ

′
∗)− ϕd(ζ ′∗))

〉(0)

c

]
.

(5.22)

We thus identify the annulus amplitude of D-instantons as

Kab|cd(z∗, z
′
∗) =

〈
(ϕa(ζ∗)− ϕb(ζ∗)) (ϕc(ζ

′
∗)− ϕd(ζ ′∗))

〉(0)

c
+

+ (δac + δbd − δad − δbc) ln(ζ∗ − ζ ′∗)
=
〈
(φa(z∗)− φb(z∗)

) (
φc(z

′
∗)− φd(z′∗)

)〉(0)

c
+

+
(
δac + δcd − δad − δbc

)
ln
(
ζ(z∗)− ζ(z′∗)

)
. (5.23)

The right-hand side can be simplified by using (4.17), and we obtain

Kab|cd(z∗, z
′
∗) = ln

(z∗a − z′∗c)(z∗b − z′∗d)
(z∗a − z′∗d)(z∗b − z′∗c)

. (5.24)

In particular, for the conformal backgrounds, we have

Kab|cd(z∗, z
′
∗) = ln

(z−mn − z−m′n′)(z+
mn − z+

m′n′)

(z−mn − z+
m′n′)(z

+
mn − z−m′n′)

= Z
(m,n|m′,n′)
annulus (5.25)
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where we have used the identification [see (5.9) and (5.10)]

z∗a = z−mn, z∗b = z+
mn, (5.26)

z′∗c = z−m′n′ , z′∗d = z+
m′n′ . (5.27)

This expression correctly reproduces the annulus amplitudes of ZZ branes obtained in

[38, 11].

5.3 FZZT-ZZ amplitudes

We finally consider annulus amplitudes for one FZZT brane and one (m,n) ZZ brane. This

can be derived from loop amplitudes in the D-instanton backgrounds |Φ, θ〉 = eθDab |Φ〉 [2];

〈∂ϕc(ζ)〉θ ≡
〈
b/g
∣∣∂ϕc(ζ)

∣∣Φ, θ
〉

〈
b/g
∣∣Φ, θ

〉 =

〈
b/g
∣∣ ∂ϕc(ζ) eθDab

∣∣Φ
〉

〈
b/g
∣∣ eθDab

∣∣Φ
〉 . (5.28)

Expanding in θ,22 we get

〈∂ϕc(ζ)〉θ = 〈∂ϕc(ζ)〉+ θ〈〈∂ϕc(ζ)Dab〉〉c +O(θ2), (5.29)

and the amplitude ∂Z
(c)
FZZT-ZZ(ζ) ≡ 〈〈∂ϕc(ζ)Dab〉〉c is written as

〈〈∂ϕc(ζ)Dab〉〉c =

∮
© dζ ′

2πi

〈〈
∂ϕc(ζ) : eϕa(ζ′)−ϕb(ζ′) :

〉〉
c

=

∮
© dζ ′

2πi

[〈
∂ϕc(ζ) eϕa(ζ′)−ϕb(ζ′)

〉
c

+
δac − δbc
ζ − ζ ′

〈
eϕa(ζ′)−ϕb(ζ′)

〉]
. (5.30)

In the weak coupling limit g → 0, the first term in the integrand becomes〈
∂ϕc(ζ) eϕa(ζ′)−ϕb(ζ′)

〉
c

−−−→
g→0

〈
∂ϕc(ζ)

(
ϕa(ζ

′)− ϕb(ζ ′)
) 〉(0)

c
e(1/g)Γab(ζ

′)+(1/2)Kab(ζ
′) +O(g e−1/g), (5.31)

and thus we have

〈〈∂ϕc(ζ)Dab〉〉c =

∮
© dζ ′

2πi

(〈
∂ϕc(ζ) (ϕa(ζ

′)− ϕb(ζ ′))
〉(0)

c
+
δac − δbc
ζ − ζ ′

)
e(1/g)Γab(ζ

′)+(1/2)Kab(ζ
′)

=
(〈
∂ϕc(ζ)

(
ϕa(ζ∗)− ϕb(ζ∗)

) 〉(0)

c
+
δac − δbc
ζ − ζ∗

)
〈Dab〉. (5.32)

Using the annulus amplitudes (4.17) and making an integration with respect to ζ, we have

the annulus amplitudes for one FZZT brane and one ZZ brane:

Z
(c)
FZZT-ZZ(ζ) = ln

(
zc − z∗a
zc − z∗b

)
〈Dab〉, (5.33)

which for the conformal backgrounds become

Z
(c,mn)
FZZT-ZZ(z) = ln

(
zc − z−mn
zc − z+

mn

)
〈Dab〉. (5.34)

Thus we have shown that the contour integrals along A-cycles give nonvanishing contri-

butions from D-instantons [8, 11], but with a major suppression coming from the factor

〈Dab〉 ∼ eΓab/g (Γab < 0).

22θ needs not be small in this expansion since θ always comes with the D-instanton operator Dab whose

contribution is suppressed exponentially as O(e−(1/g)Γ).
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6. Conclusion and discussions

In this paper we have studied (p, q) minimal string theory in a string field formulation

(minimal string field theory), and developed the calculational methods for loop ampli-

tudes. In particular, we have derived the Schwinger-Dyson equations for disk and annulus

amplitudes, on the basis of the W1+∞ constraints in minimal string field theory.

The string field approach is found to provide us with a framework to investigate the

phase structure of minimal string theories under finite perturbations with background

operators. We in particular have shown that the equations for disk amplitudes in general

backgrounds lead to the algebraic curves of the same type as those of [8].

We have started our analysis from the Douglas equation [P ,Q] = g 1, and have stressed

that the background deformations are necessarily described by the KP equations. This im-

plies that the fermion state
∣∣Φ
〉

appearing in minimal string field theory must be a KP state

(i.e. decomposable fermion state) as well as satisfying the W1+∞ constraints equivalent to

the Schwinger-Dyson equations in matrix models. We have shown that loop amplitudes are

not determined completely by the W1+∞ constraints alone and have demonstrated that the

KP structure actually supplies the desired boundary conditions. The resulting disk ampli-

tudes then have a uniformization parameter z living on CP1, and thus the corresponding

algebraic curves become maximally degenerate Riemann surfaces as in [8].

The boundary conditions can also be understood by considering the ZZ brane contribu-

tions obtained in section 5. Their contributions to the disk amplitudes are in the same form

as those of [8, 11], and the A-cycle contour integrals of disk amplitudes give nonvanishing

values. They actually form a moduli space of (p− 1)(q − 1)/2 dimensions and correspond

to the chemical potentials θab associated with the stable D-instantons Dab (with Γab < 0).

However, one can totally ignore them in the computation of disk and annulus amplitudes,

because these instanton effects are always suppressed by 〈Dab〉 ∼ O(eΓab/g).

We have also made a detailed analysis of the annulus amplitudes. We have shown

that their basic form is the same with that for the topological (p, 1) series and is totally

determined by the structure of the KP hierarchy alone (without resorting to the W1+∞
constraints). The dynamics enters the result only through the uniformization mapping

ζ = ζ(z), and in this sense one could say that the annulus amplitudes are kinematical. We

also have tried to calculate the annulus amplitude from the Schwinger-Dyson equations.

As in the case of disk amplitudes, the annulus amplitudes are found to be determined only

after the boundary conditions from the KP hierarchy are imposed.

With the results of section 3 and 4 at hand, we perform D-instanton calculus in (p, q)

minimal string theory. This procedure is essentially the same as that made in [4]. Difference

from the previous (p, p+ 1) cases is only in a subtlety on the positivity of the D-instanton

action as noted in [15].

In this paper, we mainly consider minimal bosonic strings. The extension to minimal

superstrings can be carried out almost straightforwardly, and will be reported in our future

communication [57].
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A. Proof of eq. (2.65)

We start from the expression

〈
x/g
∣∣Φ
〉

=
〈
0
∣∣ e(1/g)

P
n≥1 xnαn

∣∣Φ
〉

=
1

ρ(x)

〈
0
∣∣Φ(x)

〉
. (A.1)

Since ψ(λ) is bosonized as

ψ(λ) = ◦
◦ e

φ(λ) ◦
◦ ≡ eφ−(λ) eq eα0 lnλ eφ+(λ), (A.2)

and φ+(λ) commutes with
∑

n≥1 xnαn, we have

eφ+(λ) = e−α0 lnλ e−q e−φ−(λ) ψ(λ), (A.3)

so that we have

〈
0
∣∣ eφ+(λ) =

〈
0
∣∣ e−q ψ(λ) =

〈
1
∣∣ψ(λ), (A.4)

where
〈
1
∣∣ ≡

〈
0
∣∣ e−q is the state with the fermion number α0 = 1 and thus can be written

as
〈
1
∣∣ =

〈
0
∣∣ ψ̄1/2. We thus have

〈
x/g
∣∣ eφ+(λ)

∣∣Φ
〉

=
1

ρ(x)

〈
0
∣∣ eφ+(λ)

∣∣Φ(x)
〉

=
1

ρ(x)

〈
0
∣∣ ψ̄1/2 ψ(λ)

∣∣Φ(x)
〉
. (A.5)

Here the state
∣∣Φ(x)

〉
can be written as

∣∣Φ(x)
〉

=
∏

k≥0

[∮ dλ′

2πi
ψ̄(λ′) Φk(x;λ′)

] ∣∣Ω
〉
≡
∮
dλ′

2πi
ψ̄(λ′) Φ0(x;λ′)

∣∣rest
〉

(A.6)

( ∣∣rest
〉

=
∏

k≥1

[∮ dλ′

2πi
ψ̄(λ′) Φk(x;λ′)

] ∣∣Ω
〉)

(A.7)

with

∮
dλ′

2πi
ψ̄(λ′) Φ0(x;λ′) =

∑

l≥0

ψ̄−l+1/2 wl(x). (A.8)
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Thus, by using {ψr, ψ̄s} = δr+s and
〈
0
∣∣ ψ̄1/2 ψ̄−l+1/2 = 0 (l ≥ 0), we obtain

〈
x/g
∣∣ eφ+(λ)

∣∣Φ
〉

=
1

ρ(x)

〈
0
∣∣ ψ̄1/2

∑

r∈Z+1/2

ψr λ
−r−1/2

∑

l≥0

ψ̄−l+1/2 wl(x)
∣∣rest

〉

=
1

ρ(x)

∑

r∈Z+1/2

∑

l≥0

λ−r−1/2 wl(x)
〈
0
∣∣ ψ̄1/2

(
−ψ̄−l+1/2 ψr + δr−l+1/2

) ∣∣rest
〉

=
1

ρ(x)

∑

l≥0

wl(x)λ−l
〈
0
∣∣ψ1/2

∣∣rest
〉

=
Φ0(x;λ)

ρ(x)

〈
0
∣∣ψ1/2

∣∣rest
〉
. (A.9)

On the other hand, we have

〈
x/g
∣∣Φ
〉

=
1

ρ(x)

〈
0
∣∣Φ(x)

〉
=

1

ρ(x)

〈
0
∣∣ ∑

l≥0

ψ̄−l+1/2 wl(x)
∣∣rest

〉

=
1

ρ(x)

〈
0
∣∣ ψ̄1/2

∣∣rest
〉 (

w0 = 1
)
. (A.10)

Dividing (A.9) by (A.10), we obtain eq. (2.65). ¤

B. Topological backgrounds and the Kontsevich integrals

In this Appendix, we consider noncritical strings in the backgrounds (p, q) = (p, 1) (p =

2, 3, · · · ). Such systems are known to become topological if we tune the cosmological

constant to zero [58]. We show that the τ function has a meaningful expansion around this

background and is given by a matrix integral of Kontsevich type [51, 52].

In order to simplify the expressions that follow, we set a background such that bp+1 =

−p/(p+ 1) and bn = 0 (n 6= p+ 1), and also set the string coupling g to 1. The generating

function

Z(p,1)(j) ≡
〈
b
∣∣ e
P∞
n=1 jnαn

∣∣Φ
〉

= const.
〈
e
P∞
n=1 jnOn

〉
(B.1)

is then expressed as the τ function for the shifted state
∣∣Φ̃
〉
≡ e−(p/(p+1))αp+1

∣∣Φ
〉
:

Z(p,1)(j) =
〈
0
∣∣ e
P∞
n=1 jnαn

∣∣Φ̃
〉
. (B.2)

Kharchev et al. showed that this generating function can be written as an integral over an

N ×N hermitian matrix X with a fixed matrix Λ ≡ diag(λ1, λ2, · · · , λN ) [52]:

Z(p,1)(j) = lim
N→∞

∫
dX e−S(Λ,X)

∫
dX e−S0(Λ,X)

(
≡ lim

N→∞
Z

(num)
N

Z
(den)
N

)
, (B.3)

where

S(Λ, X) = tr
(
V (Λ +X)− V (Λ)− V ′(Λ)X

)
, (B.4)

S0(Λ, X) = lim
ε→0

1

ε2
S(Λ, εX) (B.5)
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with the potential V (λ) =
1

p+ 1
λp+1. The matrix Λ is related to the source jn through

the so-called Miwa transformation

jn = − 1

n
trΛ−n = − 1

n

N∑

i=1

λ−ni . (B.6)

This statement can be proven in two steps. We first show that the matrix integral can

be expressed as a τ function for every finite N . We then show that the τ function satisfies

the W1+∞ constraints in the limit N →∞.

[Step 1]

We use the Itzykson-Zuber formula [46] to rewrite the numerator of (B.5) in terms of

the eigenvalues {xi}i=1,··· .N of B ≡ X + Λ as

Z
(num)
N = e tr

(
V (Λ)−Λ V ′(Λ)

) ∫
dB e−tr

(
V (B)−B V ′(Λ)

)

= const. etr
(
V (Λ)−ΛV ′(Λ)

)
1

∆(V ′(λ))

∫ N∏

i=1

dxi ∆(x) e−
PN
i=1

(
V (xi)−xiV ′(λi)

)
, (B.7)

where ∆(ζ)
(
ζi = V ′(λi)

)
is the Van der Monde determinant ∆(ζ) ≡

∏

i>j

(ζi − ζj). Thus,

introducing a set of functions

fk(λ) ≡
(
V ′′(λ)

)1/2
eV (λ)−λV ′(λ)

∫
dxxke−V (x)+xV ′(λ), (B.8)

we find that

Z
(num)
N = const.

1

∆(V ′(λ))

N∏

i=1

1

V ′′(λi)1/2
det (fk(λj)) . (B.9)

In a similar fashion we obtain

Z
(den)
N = const.

1

∆(V ′(λ))

N∏

i=1

1

V ′′(λi)1/2
∆(λ) (B.10)

for the denominator. Thus, we have

Z
(num)
N

Z
(den)
N

=
det (fk(λj))

∆(λ)
. (B.11)

This can be further rewritten with free fermion fields. To see this, we first introduce

the state
∣∣Φ̃(N)

〉
≡

N−1∏

k=0

(∮
dλ

2πi
ψ̄(λ)fk(λ)

) ∣∣N
〉
, (B.12)

where the state
∣∣N
〉

is defined as

∣∣N
〉
≡
∏

k≥N

(∮
dλ

2πi
ψ̄(λ)λk

) ∣∣Ω
〉
. (B.13)
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Note that the state
∣∣Φ̃(N)

〉
corresponds to a linear space spanned by the set of functions{

Φ̃
(N)
k (λ)

}
k≥0

defined by

Φ̃
(N)
k (λ) ≡

{
fk(λ) (k = 0, 1, · · · , N − 1)

λk (k = N,N + 1, · · · ).
(B.14)

On the other hand, bosonizing the fermion fields and applying the Miwa transformation

(B.6), one can easily show the identity

〈
0
∣∣e
P∞
n=1 jnαn =

1

∆(λ)

〈
N
∣∣ψ(λN ) · · ·ψ(λ1). (B.15)

We thus obtain

〈
0
∣∣e
P∞
n=1 jnαn

∣∣Φ̃(N)
〉

=
1

∆(λ)

〈
N
∣∣ψ(λN ) · · ·ψ(λ1)

N−1∏

k=0

(∮
dλ

2πi
ψ̄(λ)fk(λ)

) ∣∣N
〉

=
1

∆(λ)
det (fk(λj)) . (B.16)

Thus, we find that the matrix integral defines a τ function associated with the decomposable

state
∣∣Φ̃(N)

〉
:

Z
(num)
N

Z
(den)
N

=
〈
0
∣∣ e
P∞
n=1 jnαn

∣∣Φ̃(N)
〉
. (B.17)

[Step 2]

We then show that the state
∣∣Φ̃(N)

〉
comes to satisfy the W1+∞ constraints of the

(p, 1) background in the limit N →∞. By using the explicit expression for the potential,

V (λ) = 1
p+1λ

p+1, the functions fk(λ) (k = 0, 1, · · · , N − 1) can be expressed in terms of

the generalized Airy functions (2.101) as

fk(λ) = e
− p
p+1

λp+1
(
dζ

dλ

)1/2

gk(ζ)
(
ζ = V ′(λ) = λp

)
. (B.18)

The state of
∣∣Φ̃(N)

〉
can thus be expressed as

∣∣Φ̃(N)
〉

= e−
p
p+1

αp+1

N−1∏

k=0

(∑

a

∮
dζ

2πi
c̄a(ζ)gk(e2πiaζ)

)
∣∣N
〉

(B.19)

≡ e−
p
p+1

αp+1
∣∣Φ(N)

〉
, (B.20)

where the state
∣∣Φ(N)

〉
≡
∞∏

k=0

(∑

a

∮
dζ

2πi
c̄a(ζ)g

(N)
k (e2πiaζ)

)
∣∣Ω
〉

is characterized by the set

of functions

g
(N)
k (ζ) ≡

{
gk(ζ) (k = 0, 1, · · · , N − 1)

ζk/p (k = N,N + 1, · · · ).
(B.21)
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We have already shown in subsection 2.5 that the functions
{
gk(λ)

}
k≥0

satisfy the relations

ζ gk(ζ) = −k gk−1(ζ) + gk+p(ζ),
d

dζ
gk(ζ) = gk+1(ζ). (B.22)

Thus the state
∣∣Φ(N)

〉
comes to satisfy the W1+∞ constraints in the limit N →∞. Setting∣∣Φ

〉
≡ limN→∞

∣∣Φ(N)
〉

and
∣∣Φ̃
〉
≡ limN→∞

∣∣Φ̃(N)
〉
, we thus have proven the equality

lim
N→∞

∫
dX e−S(Λ,X)

∫
dX e−S0(Λ,X)

= lim
N→∞

Z
(num)
N

Z
(den)
N

=
〈
0
∣∣e
P∞
n=1 jnαn

∣∣Φ̃
〉

=
〈
b
∣∣e
P∞
n=1 jnαn

∣∣Φ
〉

= Z(p,1)(j). ¤ (B.23)

The (2, 1) case (p = 2) is the system Kontsevich considered originally [51]:

Z(2,1)(j) = lim
N→∞

∫
dX e−tr

(
ΛX2+ 1

3
X3
)

∫
dX e−trΛX2

. (B.24)

He has shown that the intersection numbers in the (compactified) moduli space of punc-

tured Riemann surfaces can be compactly summarized into this matrix form.23 The matrix

integral of Kharchev et al. thus should describe intersection numbers in a moduli space with

some additional structures. We do not pursue this aspect of topological series in the present

article since this is out of the main line of our investigation (see, e.g., [58, 51, 59, 60] for

their algebraic-geometric study).

C. Irrelevancy of Onp perturbations

We prove that any finite perturbations with Onp (n ∈ N) can be absorbed by shifts of Q.

Due to the W 1 constraint, W 1
n

∣∣Φ
〉

= αnp
∣∣Φ
〉

= 0 (n ≥ 0), the expectation value 〈W s(ζ)〉
in a general background has the following relationship to the one without {bnp}:

〈
b̄/g
∣∣W s(ζ)

∣∣Φ
〉

〈
b̄/g
∣∣Φ
〉 =

p−1∑

a=0

〈
b/g
∣∣e−

1
g

P
n≥1 bnpαnp :e−ϕa(ζ)∂seϕa(ζ) : e

1
g

P
n≥1 bnpαnp

∣∣Φ
〉

〈b/g|Φ〉

=

p−1∑

a=0

〈
b/g
∣∣ :e−(ϕa(ζ)− 1

pg

R ζ a1(ζ))∂seϕa(ζ)− 1
pg

R ζ a1(ζ) :
∣∣Φ
〉

〈b/g|Φ〉 , (C.1)

23A more rigorous statement is as follows. Let M̄h,s be the compactified moduli space of genus-h Riemann

surface Σ with s marked points ξ1, · · · , ξs. Denote by Li the complex line bundle over M̄h,s whose fiber is

the cotangent space to Σ at ξi, and by c1(Li) its first Chern class. Then the correlation functions of the

operators σk ≡ (2k + 1)!!O2k+1 (k = 0, 1, 2, · · · ) are related to the intersection numbers in M̄h,s as

〈σk1 · · ·σks〉c =

Z

M̄h,s

sY

i=1

[c1(Li)]ki .
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where b̄ is the background with b̄np = 0 (otherwise b̄n = bn) and a1(ζ) = p [Q0(ζ)]pol. This

implies that if one treats ∂ϕa(ζ) with the shift term a1(ζ)/p then analysis can be made

with the contributions from bnp totally ignored. In fact, the weak coupling limit of this

equation is given by

p−1∑

a=0

(
Qa(ζ)− 1

p
a1(ζ)

)s
=

p−1∑

a=0

Q̄sa(ζ) = p [Q̄0(ζ)]pol ≡ s ās(ζ) (C.2)

with

Q̄a(ζ) ≡ Qa(ζ)− 1

p
a1(ζ) =

1

p

p+q∑

n=1,6≡p
nbnω

naζn/p−1 +
1

p

∞∑

n=1

vnω
−naζ−n/p−1. (C.3)

Then the algebraic equation is given as

F (ζ,Q) =

p−1∏

a=0

(
Q−Qa(ζ)

)
=

p−1∏

a=0

(
Q̄− Q̄a(ζ)

)

=

p∑

k=0

(
Q− 1

p
a1(ζ)

)k
Sp−k(−ā) = 0. (C.4)

Thus we find that all the contributions from {bnp} can be absorbed by the shift of Q, and

thus that a1(ζ) does not change the algebraic curve.

D. Proof of some statements in subsection 4.3

D.1 Proof of Proposition 4

We first prove the identity

〈〈W s(ζ1)W t(ζ2)〉〉c =

p−1∑

a,b=0

(
〈Ws

a(ζ1)Wt
b(ζ2)〉c+

+ δab

s−1∑

k=0

t−1∑

l=0

s ! t !

k ! l !

(−1)s−1−k

(ζ2 − ζ1)s+t−k−l
〈Wk

a (ζ1)W l
b(ζ2)〉

)
. (D.1)

This is shown by noting that W s(ζ1)W t(ζ2) can be written as

W s(ζ1)W t(ζ2) =

p−1∑

a,b=0

:e−ϕa(ζ1)∂seϕa(ζ1) ::e−ϕb(ζ2)∂teϕb(ζ2) :

= s ! t !

∮

ζ1

dζ ′1

∮

ζ2

dζ ′2 (ζ ′1 − ζ1)−s−1(ζ ′2 − ζ2)−t−1
[

:eϕa(ζ′1)−ϕa(ζ1) ::eϕb(ζ
′
2)−ϕb(ζ2) :

]
. (D.2)
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The last term [ ] = [:eϕa(ζ′1)−ϕa(ζ1) ::eϕb(ζ
′
2)−ϕb(ζ2) :] can be further rewritten as

[ ] = e〈ϕa(ζ′1)ϕb(ζ
′
2)〉−〈ϕa(ζ′1)ϕb(ζ2)〉−〈ϕa(ζ1)ϕb(ζ

′
2)〉+〈ϕa(ζ1)ϕb(ζ2)〉 :eϕa(ζ′1)−ϕa(ζ1)+ϕb(ζ

′
2)−ϕb(ζ2) :

= exp

[
δab ln

(ζ ′1 − ζ ′2)(ζ1 − ζ2)

(ζ ′1 − ζ2)(ζ1 − ζ ′2)

]
:eϕa(ζ′1)−ϕa(ζ1)+ϕb(ζ

′
2)−ϕb(ζ2) :

=

[
δab

(ζ ′1 − ζ ′2)(ζ1 − ζ2)

(ζ ′1 − ζ2)(ζ1 − ζ ′2)
+ (1− δab)

]
:eϕa(ζ′1)−ϕa(ζ1)+ϕb(ζ

′
2)−ϕb(ζ2) :

= :eϕa(ζ′1)−ϕa(ζ1)+ϕb(ζ
′
2)−ϕb(ζ2) : +δab

(ζ ′1 − ζ1)(ζ ′2 − ζ2)

(ζ ′1 − ζ2)(ζ1 − ζ ′2)
:eϕa(ζ′1)−ϕa(ζ1)+ϕb(ζ

′
2)−ϕb(ζ2) : .

(D.3)

Using the equations

:eϕa(ζ′1)−ϕa(ζ1)+ϕb(ζ
′
2)−ϕb(ζ2) :=

∞∑

k,l=0

1

k ! l !
(ζ ′1 − ζ1)k(ζ ′2 − ζ2)l :Wk

a (ζ1)W l
b(ζ2) :, (D.4)

we thus get

W s(ζ1)W t(ζ2) =:W s(ζ1)W t(ζ2) : +

p−1∑

a,b=0

∞∑

k,l=0

δab

(
s ! t !

k ! l !

)
Cstkl :Wk

a (ζ1)W l
b(ζ2) :, (D.5)

where

Cstkl =

∮

ζ1

dζ ′1

∮

ζ2

dζ ′2
(ζ ′1 − ζ1)−s(ζ ′2 − ζ2)−t

(ζ ′1 − ζ2)(ζ1 − ζ ′2)

=
(−1)s−k−1

(ζ1 − ζ2)s+t−k−l
θ(s− k − 1) θ(t− l − 1). (D.6)

Thus, the function
〈〈
W s(ζ1)W t(ζ2)

〉〉
c

is rewritten as
〈〈
W s(ζ1)W t(ζ2)

〉〉
c

=
〈〈
W s(ζ1)W t(ζ2)

〉〉
− 〈〈W s(ζ1)〉〉

〈〈
W t(ζ2)

〉〉

=
〈
W s(ζ1)W t(ζ2)

〉
c

+

s−1∑

k=0

t−1∑

l=0

s ! t !

k ! l !

(−1)s−1−k

(ζ1 − ζ2)s+t−k−l

p−1∑

a=0

〈
Ws
a(ζ1)Wt

a(ζ2)
〉
, (D.7)

and eq. (D.1) is obtained.

In the weak coupling limit g → 0, the leading part (of order g−s−t+2) is given by
〈〈
W s(ζ1)W t(ζ2)

〉〉
c

=

p−1∑

a,b=0

(〈
[∂ϕa(ζ1)]s[∂ϕb(ζ2)]t

〉
c

+ st
δab

(ζ1 − ζ2)2

〈
[∂ϕa(ζ1)]s−1[∂ϕb(ζ2)]t−1

〉)
+ · · ·

=
st

gs+t−2

p−1∑

a,b=0

Qs−1
a (ζ1)

(
〈∂ϕa(ζ1)∂ϕb(ζ2)〉(0)

c +
δab

(ζ1 − ζ2)2

)
Qt−1
b (ζ2) +O(g−s−t+3)

≡ st

gs+t−2

p−1∑

a,b=0

Qs−1
a (ζ1)Aab(ζ1, ζ2)Qt−1

b (ζ2) +O(g−s−t+3). (D.8)

The last equality in (4.21) is a consequence of the monodromy property of Aab(ζ1, ζ2);

Aab(e
2πiζ1, ζ2) = A[a+1]b(ζ1, ζ2). ¤
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D.2 Proof of Proposition 5

Since the discussions made below are totally parallel for two of the regions (I)
(
|ζ1| > |ζ2|

)

and (II)
(
|ζ1| < |ζ2|

)
, we restrict ourselves to the region (I) and consider

〈〈
W s(ζ1)W t(ζ2)

〉〉
=
∑

m,n∈Z

〈〈
W s
mW

t
n

〉〉
ζ−m−s1 ζ−n−t2 =

∑

M,N∈Z
W

st (I)
MN ζM1 ζN2 , (D.9)

where the powers of ζ1 and ζ2 are denoted by M and N , respectively. Then the W1+∞
constraints imply that the powers of ζ2 in this series are nonnegative; i.e. N ≥ 0. This

proves the first half of (W1).

With the W1+∞ algebra (2.93)–(2.95), this series are written as
〈〈
W s(ζ1)W t(ζ2)

〉〉
=
∑

m,n∈Z

〈〈
W s
mW

t
n

〉〉
ζ−m−s1 ζ−n−t2

=
∑

m,n∈Z

〈〈
W t
nW

s
m + [W s

m,W
t
n]
〉〉
ζ−m−s1 ζ−n−t2

=
∑

m,n∈Z

{〈〈
W t
nW

s
m

〉〉
ζ−m−s1 ζ−n−t2 +

∞∑

r=0

Cstr,mn
〈
W s+t−r−1
m+n

〉
ζ−m−s1 ζ−n−t2 +

+Dst
n δm+n,0ζ

−m−s
1 ζ−n−t2

}
, (D.10)

and the terms of order g−s−t+2 in the limit g → 0 are

〈〈
W s(ζ1)W t(ζ2)

〉〉∣∣∣
g−s−t−2

=
∑

m,n∈Z

{
〈〈W t

nW
s
m〉〉
∣∣∣
g−s−t+2

ζ−m−s1 ζ−n−t2 +

+Cst1,mn〈W s+t−2
m+n 〉

∣∣∣
g−s−t+2

ζ−m−s1 ζ−n−t2 +Dst
n δm+n,0ζ

−m−s
1 ζ−n−t2

∣∣∣
s=t=1

}
. (D.11)

From the W1+∞ constraints, we can easily see that the last two terms give nonvanishing

contributions only when M +N ≥ −2, and thus it is enough to show that the first term is

also nonvanishing only when M +N ≥ −2.

Suppose that the first term of (D.11) consists of the terms with M +N < −2. Then

the powers of ζ2 of such terms are bounded above, N < −M − 2, and from the W1+∞
constraints on the first term, one can see that M ≥ 0. So such terms must satisfy N <

−M−2 ≤ −2 < 0. However, since the sum of all terms in (D.11) must satisfy the constraint

M ≥ 0, these negative power terms must be canceled by the last two terms in (D.11), which

contradicts our assumption. Thus the first term must have terms with M +N ≥ −2. This

proves (W1), and (W2) can be shown in the same way.

Because of theW1+∞ constraints on disk amplitudes, the disconnected parts 〈W s(ζ1)〉×〈
W t(ζ2)

〉
automatically satisfy the W1+∞ constraints of annulus amplitudes (W1) and

(W2). Thus, the W1+∞ constraints on the connected part
〈〈
W s(ζ1)W t(ζ2)

〉〉
c

are the

same as that of
〈〈
W s(ζ1)W t(ζ2)

〉〉
.

The sufficiency follows from the fact that the Schwinger-Dyson equations (4.25) with

(W1) and (W2) have the number of the yet-undetermined expectation values {vn(s,l1)n(t,l2)}
which is equal to that of A-cycle moduli of algebraic curves, and this has been shown in

section 4.4. ¤
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D.3 Proof of eq. (4.48)

Before proving eq. (4.48), we give some useful formulas for the Schur polynomials. For

p variables {Qa}p−1
a=0, we define their Miwa variables an and their elementary symmetric

polynomials σn as

an ≡
1

n

p−1∑

a=0

Qna , (D.12)

p−1∏

a=0

(z −Qa) =

p∑

k=0

(−1)p−kσp−k z
k. (D.13)

We further introduce their reduced version with (p− 1) variables {Qa ; a 6= b}, and denote

them by a
(b)
n and σ

(b)
n . Then the following equations hold:

1. (−1)nσn = Sn(−a), (D.14)

2. Sn(−a(a)) =

n∑

k=0

Qka Sn−k(−a). (D.15)

Proof of the above formulas. The first equation can be derived by rewriting the left-hand

side of (D.13) as follows:

p−1∏

a=0

(z −Qa) = zp
p−1∏

a=0

(
1− Qa

z

)
= zp exp

(
−
∞∑

n=1

anz
−n) =

∞∑

n=0

zp−nSn(−a). (D.16)

The second equation can be derived similarly. First we calculate

∏

a (6=b)
(z −Qa) = zp−1 exp

[
−
∞∑

n=1

a(b)
n z−n

]
=

∞∑

n=0

zp−1−nSn(−a(b)). (D.17)

The left-hand side can also be written as

=

∏

a

(z −Qa)

z −Qb
= zp−1 (1−Qb z−1)−1

∞∑

l=0

Sl(−a) z−l = zp−1
∑

k≥0

∑

l≥0

Qkb Sl(−a) z−k−l.

(D.18)

Comparing the coefficients of zp−1−n in (D.17) and (D.18), we obtain (D.15). ¤
By using (D.14) and (D.15), we have the identity

(−1)p−sσ(a)
p−s = Sp−s(−a(a)) =

p−s∑

k=0

Qka Sp−s−k(−a), (D.19)
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and thus we have

p∑

s=1

(−1)p−kσ(a)
p−k (s− 1)as−1(ζ) =

p∑

s=1

p−s∑

k=0

Qka Sp−k−s(−a) (s− 1)as−1(ζ)

=

p−1∑

k=0

Qka

[
a0(ζ)Sp−1−k(−a) +

p∑

s=2

Sp−s−k(−a) (s− 1)as−1(ζ)

]

=

p−1∑

k=0

Qka

[
pSp−1−k(−a)− (p− k − 1)Sp−k−1(−a)

]

=

p−1∑

k=0

(k + 1)Qk
a Sp−k−1(−a) =

∂

∂Qa

( p∑

k=0

QkaSp−k(−a)

)
=

∂

∂Qa
F (ζ,Qa). (D.20)

Substituting this to the first term of the denominator in the annulus amplitudes (4.47), we

finally obtain eq. (4.48). ¤
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